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Executive Summary

Operational Technologies (OT) comprise hardware and software assets, tools, and procedures used to monitor and
control physical processes. OT cybersecurity includes controls to protect and secure these assets as well as
methodologies, methods, devices, and tools used to ensure the stability, resilience, and ease of recovery of these
assets during and after a cyber event. This document is a detailed discussion of the current state of OT cybersecurity
in the Oil and Natural Gas (ONG) industry. The result of cumulative research and analysis conducted within the
industry, this report examines data, metrics, and trends to reach overarching ONG-specific conclusions about the
state of security of OT assets and processes.

The ONG industry, as defined by organizations such as the U.S. Congress, is a foundational element of the U.S.
economy and critical infrastructure (CI). Uninterrupted ONG operations must exist to ensure national stability and
security as well as to support basic social functions. Like other national CI sectors, the ONG industry finds itself a
target of almost constant cyber threats. OT technology continues to evolve and these threats create additional
challenges and issues that transcend technology and processes. The ONG industry has already developed a
framework of cybersecurity objectives and standards, with many methods for applying and maintaining fundamental
and advanced security practices. This framework, which promotes secure operations and business continuity,
includes protection, defense, resilience, and recovery methods. A number of risk management methodologies are
also in practice today to prevent cyber events, increase resilience, and speed recovery. Methods of meeting
objectives and applying security are constantly in flux and require commitment from industry sub-sectors, trade
organizations, and individual asset owners and operators. 

This document identifies common security approaches in Information Technology (IT) and OT, the unique aspects of
the OT environment, potential consequences of security shortcomings in OT, and interoperability between IT and OT.
OT systems used across the individual ONG sub-industries are described in detail, to include components and their
respective cyber risks and diagrams of architectural interconnectivity

Over the past decade, asset owners have shown a significant interest in applying best-practice security controls to
their OT systems. The realization that continuity of operations depends on OT system security is a generally shared
view across the industry. A number of resources exist for asset owners to leverage in meeting security objectives.
Typically an asset owner develops a security program that maps to the needs of their specific OT environment. This
may involve developing a program in-house or with assistance from third parties or consultants, or choosing a set of
guidelines or standards to leverage. Suitable guidelines are available from government and industry sources. The
spectrum of choices allows industry to select a best-fit for their operational space, which typically considers many
factors such as geographical location of the system, criticality of the system, and economic impact of the system. In
addition to written guidance, asset owners have options for building programs that include assessments and audits,
policy and procedure development, and incident response capabilities. A wealth of information regarding assessment
science, options, and components has been developed by both industry forums and government entities to assist
with this process.

Over the past decade, the body of knowledge around identifying and implementing best-practice security programs
has expanded significantly with the benefit of artifacts from collaborative projects that provided guidance,
methodologies, and research findings. As the cyber threat landscape grows to be areality of daily operations, the
industry continues to adapt and respond to, and defend against these threats by implementing and maintaining
security controls based on cutting-edge technology, and program and industry standards. The industry continues to
employ advanced technologies while mitigating risk and continuing secure operations.

Finally, recommendations are presented in this document that outline productive roles for the ONG industry and
federal government to play in promoting effective cybersecurity practice and strengthening the overall national CI.
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Introduction

This document is a detailed discussion of the current state of Operational Technology (OT) cybersecurity in the Oil
and Natural Gas (ONG) industry. The result of cumulative research and analysis conducted within the industry, this
report identifies data, metrics, and trends to reach overarching ONG-specific conclusions about the state of
cybersecurity of OT assets and processes.
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State of Operational Technology Cybersecurity in the  
Oil and Natural Gas Industry 

1 Scope 

1.1 General 

The scope of this document includes operational technology (OT) for the oil and natural gas (ONG) industry. 
Control system technology and operational processes are described in detail in later sections. The scope includes 
the current state of cybersecurity of OT within the ONG industry. 

1.2 Document Purpose 

The purpose of this document is to provide a detailed and critical examination of the state of OT cybersecurity 
within the ONG industry, at this point in time. It is intended to provide the report’s audience with a full scope of OT 
cybersecurity that is inclusive of practices, controls, and risk mitigation techniques currently in use by industry 
asset owners. 

This document is not intended to be a ‘how-to’ manual or to provide step-by-step instructions on how to design, 
implement, monitor, control, and upgrade OT cybersecurity systems. Each industry location, system and 
operational environment is unique. The corresponding OT cybersecurity approach is equally unique to the 
physical and operational environment, the risk level, the potential threats, and the type of system used. Instead, 
this document provides an overview of the present state of OT cybersecurity. 

1.3 Intended Audience 

The intended audience of this report is the American Petroleum Institute (API) membership and practitioners with 
a detailed, working-to-advanced understanding and knowledge of this topic gained through real-world experience. 
Managers and supervisors of OT, as well as risk managers and security managers, are included in the target 
audience. This paper is not intended for the general public or for individuals who have no understanding of OT 
cybersecurity. 

2 Terms, Definitions, and Acronyms 

2.1 Terms and Definitions 

For the purposes of this document, the following definitions apply: 

2.1.2 
consequences 
Result on the system if a threat has successfully exploited an vulnerability. 

2.1.2 
cyber 
A prefix that means “computer” or “computer network”. 

2.1.3 
cybersecurity 
Measures taken to protect a computer or computer system against unauthorized access or attack. First known 
use occurred in 1994. 
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2.1.4 
distributed control system 
DCS 
An automated control system that distributes autonomous monitoring and control capabilities throughout the 
network. 

2.1.5 
demilitarized zone 
DMZ 
An intermediary zone between trusted and untrusted networks, providing monitored and controlled access and 
data transfer [7]. 

2.1.6 
emergency shutdown systems 
ESD 
An ESD or safety instrumented system (SIS) is a system comprising sensors, logic solvers and actuators for the 
purposes of taking a process to a safe state when normal predetermined set points are exceeded, or safe 
operating conditions are violated [42]. 

2.1.7 
field data acquisition 
FDA 
A system with the primary purpose to gather all assigned field data into a common device with no human 
interaction. 

2.1.8 
flow computers 
FC 
Computer-based devices which convert the raw flow meter data, such as that from turbine meter pulses, into 
information such as net and gross flow rates, as well as accumulated volumes. 

2.1.9 
human machine interface 
HMI 
A software application that presents information and data from a computer system to the user in a combination of 
forms (graphically, numerically, tabular, etc.). 

2.1.10 
incident command system 
A set of personnel, policies, procedures, facilities, and equipment that are integrated into a common 
organizational structure designed to improve emergency response operations of all types and complexities. 

2.1.11 
industrial control systems 
ICS 
A broad term that often encompasses supervisory control and data acquisition (SCADA) systems, distributed 
control systems (DCS), and other control system components such as Programmable Logic Controllers (PLC). 
ICS are typically used to monitor and control industrial processes such as systems within a refinery, pump station, 
manufacturing facility, etc. 
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2.1.12 
industry standards 
Standards that are developed by industry organizations that are based on sound engineering principles and 
current industry best practices.  

2.1.13 
local area network 
LAN 
A group of computers and other devices dispersed over a relatively limited area and connected by a 
communications link that enables any device to interact with any other on the network [7]. 

2.1.14 
non-redundant SCADA systems 
SCADA systems that utilize a single computer, network, or field device. No redundancy exists within the system. 

2.1.15 
operational risk 
Risk of losses resulting from inadequate or failed internal processes, people and technology or from external 
events. 

2.1.16 
operational technology 
OT 
A collective term referring to control systems (industrial control systems or ICS, distributed control systems, or 
DCS, production control systems or PCS, supervisory control and data acquisition or SCADA, etc.) that 
companies use to automate machinery that manufactures, produces or delivers a product.  

2.1.17 
operations control center 
OCC 
A physical location where personnel monitor the systems process, direct and control communications, initiate 
physical system changes, and coordinate the overall process operations. 

2.1.18 
process control system 
PCS 
A system designed to ensure a process is predictable, stable, and consistently operating at the target level of 
performance. It may include computers, field sensing and control devices, as well as a communications network 
that links all components together.  

2.1.19 
programmable logic controllers 
PLC 
Programmable logic controllers are hardened, special purpose zcomputer systems that are generally used for 
discrete control of specific applications and generally provide regulatory control. These systems often interface 
and interact with DCS, ICS, and SCADA systems as well as standalone process monitoring and control systems. 

2.1.20 
remote data terminal units/data concentrators 
Devices which gather or concentrate various field input data such as valve status, motor status, flow meter data, 
relay status, etc. into a single device. The concentrated data is then transferred to the master terminal unit or 
distributed control unit. 



4 AMERICAN PETROLEUM INSTITUTE 

2.1.21 
remote terminal unit 
RTUs 
A remote device typically used to gather status, alarms and analog remote readings for transmission to the 
SCADA system and transfer controls from the SCAD system to a field device [7]. 

2.1.22 
risk 
Impact to the organization as a function of threat, vulnerability, and consequence. 

2.1.23 
risk assessment 
The identification, evaluation and estimation of the levels of risk presented to safe and secure operations by 
security and safety issues, and the comparison of those levels of risk to benchmarks or standards to determine 
acceptability. 

2.1.24 
risk based performance 
Integration of the corporation’s risk management and performance metrics to support a decision framework that 
balances risk and performance. 

2.1.25 
safety instrumented systems 
SIS 
An engineered set of hardware and software controls that are specifically designed for monitoring and controlling 
critical process systems. The SIS is designed to ensure the system remains in a safe state under all operating, 
transitional and shutdown states. Often the term ‘fail safe’ is associated with these systems, which means that the 
system will always go to a safe state regardless of operational events. 

2.1.26 
SCADA host/master 
A system comprising a computer and software that transfers data from the field systems to the Operator graphical 
user interface (GUI). The system may also initiate control commands and setpoint changes to the field systems 
from the GUI or the master terminal unit using automated control applications. 

2.1.27 
standards 
A document or set of documents that defines terms; classifies components; delineates procedures; specifies 
dimensions, materials, performance, designs, or operations; measures quality and quantity in describing 
materials, processes, products, systems, services, or practices; defines test methods and sampling procedures; 
and/or describes fit and measurements of size or strength. 

2.1.28 
supervisory control and data acquisition 
SCADA 
A combination of computer hardware and software used to send commands and acquire data for the purpose of 
monitoring and controlling dispersed assets using centralized data acquisition and supervisory control. 

2.1.29 
telecommunications infrastructure 
Infrastructure that provides the electronic link between separate locations. In the context of OT, the 
telecommunications infrastructure links the central control center with all remote locations. 
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2.1.30 
threat 
An internal or external agent that may disrupt operations or cause harm to the organization, its systems or its 
data. 

2.1.31 
vulnerability 
A weakness in a system that can be exploited. 

2.2 Acronyms 

AGA American Gas Association 

ANSI American National Standards Institute 

API American Petroleum Institute 

ARPANET Advanced Research Project Agency Network 

BYOD bring your own device 

CFR Code of Federal Regulations 

CI critical infrastructure 

CIKR critical infrastructure and key resources sectors 

CISA certified information systems auditor 

CISSP certified information systems security professional 

CPU central processing unit 

CSSLP certified secure software lifecycle professional 

CSSP control systems security program 

CWSP certified wireless security professional 

DCS distributed control system 

DHS Department of Homeland Security 

DMZ demilitarized zone 

DOT Department of Transportation 

EPA Environmental Protection Agency 

ESCSWG energy sector control system working group 

ESD emergency shutdown systems 

FBI Federal Bureau of Investigation 

FC flow computers 

FDA field data acquisition 

FFRDCs federally funded research and development centers 

FS field systems 

GAO General Accounting Office 

GSS-JAVA GIAC Secure Software Programmer - Java 
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GUI graphical user interface 

HMI human machine interface 

HSIN Homeland Security Information Network 

I3P Information Infrastructure Protection 

ICS industrial control systems 

ICS-CERT industrial control systems cyber emergency response team 

ICSJWG industrial control systems joint working group 

ICT information and communication technology 

IDS intrusion detection system 

IEC International Electrotechnical Commission 

IEEE Institute of Electrical and Electronics Engineers 

INGAA Interstate Natural Gas Association of America 

IPS intrusion prevention system  

ISA International Society of Automation 

ISO International Organization for Standards 

IT information technology 

LAN local area network 

LOGIIC Linking the Oil and Gas Industry to Improve Cybersecurity 

MACT maximum achievable control technology regulations 

NIST National Institute of Standards and Technology 

OCC operations control center 

NRC National Research Council 

NRC Advisory Nuclear Regulatory Commission Advisory 

NTSB National Transportation Safety Bureau 

ONG oil and natural gas 

Onshore and Offshore E&P onshore and offshore exploration and production 

OT operational technology 

PCCIP President’s Commission of Critical Infrastructure Protection 

PCN process control network 

PCS process control systems 

PCS production control systems 

PLC programmable logic controllers 

PPD Presidential Policy Directive 

RTUs remote terminal units 

SCADA supervisory control and data acquisition 
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SSAx sector specific agencies 

SIS safety instrument systems 

TSA Transportation Security Administration 

UK United Kingdom 

U.S. CERT United States Computer Emergency Readiness Team 

VPN virtual private network 

WAN wide area network 

3 Background 

3.1 General 

Operational Technologies comprise hardware and software assets, tools, and procedures and processes used in 
critical operations. OT cybersecurity includes controls to protect and secure these assets as well as 
methodologies, methods, devices, and tools used to ensure the stability, resilience, and ease of recovery of these 
assets during and after a Cyber event. “Society ultimately expects computer systems to be trustworthy – that is, 
that they do what is required and expected of them despite … attacks by hostile parties [i.e. cyber events]…” [44]. 
OT systems, once installed, have a long lifespan. Yet the uses and requirements of OT data elements are ever-
changing and vital to an organization’s operation. In essence, securing OT systems resembles taking aim at a 
moving target. 

OT systems that are designed and used to remotely or centrally monitor and control a process have a long 
evolutionary history. The first application of a rudimentary operational technology, or by another name process 
control systems (PCS), is traced to the 1912 Chicago power industry, which relied on people who were located on 
either end of a telephone line to provide system status information and implement controls as required [157]. From 
that minimalistic foundation, OT systems evolved to a point where, in 1959, industrial control computer systems 
were first deployed at the Texaco Port Arthur refinery in Texas [52].  

As OT technology evolves, it creates additional challenges and issues that transcend the technology and 
processes. This evolution increases the difficulty in fully describing and quantifying cybersecurity. Further, 
technology changes make it virtually impossible to predict and plan for the future. The risk map, potential attack 
surface, and even the protective mechanisms, are extremely difficult to forecast. 

The ONG industry, as defined by organizations such as the U.S. Congress, is a foundational element of the U.S. 
economy and CI. Uninterrupted ONG operations must exist to ensure national stability and security as well as 
support basic social functions. Threats to the U.S. have changed over time and continue to change. Like other 
national CI sectors, the ONG industry finds itself a target of almost constant threats. However, ONG companies 
provide core products and services that form the cornerstone of American energy. As the basis for interdependent 
infrastructures such as electricity and mass transportation, and as an industry that directly serves the 
transportation needs of consumers every hour of every day, the ONG industry finds itself at higher risk for attacks 
seeking to damage core U.S. social, economic and defense operations. 

All threats against the industry, from script kiddies to organized and well-funded threats, must be taken seriously. 
Protection from these threats must provide risk-based decision protection while facilitating continuity of operations 
and business. An incorrect approach to cybersecurity could impact operations and inhibit the seamless flow of 
energy, which in turn poses serious national consequences. 

Technology and operational control systems have evolved significantly. Increased interconnectedness between 
enterprise networks and OT, and between operators, vendors, and third parties has greatly increased the 
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operational footprint of networks that must be secured. Likewise, the post-9/11 world saw an increased focus on 
social engineering, phishing, and attempts to infiltrate networks through technology and personnel.  

Stuxnet was perhaps the first fully recognized attack against a control system. Since then, Duqu and other events 
have reinforced the fact that control systems make attractive targets. Major corporations have also been hit by the 
Anonymous group, a costly nuisance. Threats cannot be controlled by CI organizations, so they must rely on 
technical defenses, on designing and maintaining resilient infrastructures, and on maintaining high levels of 
protection.  

The ONG industry has already developed a framework of cybersecurity objectives and standards, with many 
methods for application and maintenance. This framework, which promotes operations and business continuity, 
includes protection, defense, resilience, and recovery methods. Methods of meeting objectives and applying 
security are constantly in flux, and it requires commitment from industry sub-sectors, trade organizations, and 
individual asset owners and operators. As the industry moves forward, we must examine the state of OT and 
cybersecurity to understand the options and potential risks that lie ahead. 

3.2 Overview of Current Approaches  

OT cybersecurity is an evolution in process. Early day OT systems contained a cybersecurity capability based on 
a combination of variables which included: 

1) culture of trust, i.e. there was no “…need for particular protective measures to keep … [SCADA] systems 
safe from intentional attacks. After all, why would someone want to disrupt the operation of such 
systems?” [129]; 

2) the absence of direct data connections between the corporate infrastructure and the OT system;  

3) OT systems having no connectivity to the internet;  

4) OT systems having no wireless connectivity; and  

5) OT operating systems relying on vendor proprietary software applications.  

The combination of these variables is often referred to as security through obscurity or inherent cybersecurity [49]. 
That is, the OT system is secure as an external entity cannot obtain access to it. If they were able to gain access 
to it, they would require in-depth technical knowledge of the unique OT system, to include its proprietary software 
and its vulnerabilities. This severally limited the risk map to either trusted insiders or to a very small subset of 
external individuals who had the required knowledge and skill sets. 

Since the 1960s, when computer-based control systems first appeared “…these systems have been migrating 
away from centralized mainframe-based architectures, stand-alone telecommunications systems, heterogeneous 
or platform dependent operating systems, and limited system access by users toward distributed PC and 
workstation-based distributed data processing architectures, integrated and internet-based telecommunications 
networks and communications systems, common computer operating systems, and greater desire of external 
users to obtain field data directly from the source” [49]. This migration and convergence of OT and IT technologies 
and software, and the need to interconnect, is the driving force for the current technological approaches. 

The majority of OT cybersecurity influences resides within the IT organization. As Shaw states “… it is not 
surprising that many, if not most, of the techniques and technologies employed in security IT systems have direct 
applicability to modern SCADA systems” [129]. These security techniques and technologies are sometimes 
referred to as security protocols: “…Security protocols are the rules that govern …” [3]. 

Table 1 lists some of the common IT security protocols that are generally found within OT infrastructures. 
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Table 1—Common IT Security Protocols 

Common IT Security Protocols 

Policies An OT system cybersecurity statement of “… beliefs and objectives” [129]  

Procedures “… a clear set of steps and directions for executing a process…” [129]  

Passwords “…these are the main mechanism used to authenticate human users to computer 
systems” [3]. 

Data classification Assigning, managing, and controlling distribution, access, modification rights, etc. of 
data according to its criticality. At least three levels of data classification are required 
to include public, private, and confidential. 

Disabling non-required 
services 

Disabling or removing operating system services that are not specifically required to 
operate the OT application. 

Disabling non-required 
external ports 

Specifically disabling computer external ports that are not required such as 
Universal Serial Bus (USB) ports. 

Firewalls A specific system that is configured to allow specific access and deny unauthorized 
access. Firewalls contain “…logic for checking and blocking of IP messages…” [129]  

Demilitarized Zones (DMZ) A dedicated network that is inserted between two other networks such as a network 
between the corporate intranet and the OT network. The two networks can access 
the computers contained within the DMZ but not each other. “A DMZ is an 
intermediary zone between trusted and untrusted networks, providing monitored and 
controlled access and data transfer” [7]  

Private Internet Protocol 
Addresses 

These are non-routable IP addresses that identify a devices IP address is unique to 
that network and the routers will never forward traffic from these devices onto the 
Internet. 

Physical security OT physical infrastructure is located behind physical security barriers such as locked 
doors and fences that are secure from access by non-authorized personnel. 
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Table 2 identifies other cybersecurity approaches that are found within the industry but are not as commonly 
deployed for specific operational purposes. 

Table 2—Other Less Commonly Applied Cybersecurity Approaches 

Other Less Commonly Applied Cybersecurity Approaches 

Intrusion detection systems (IDS) “A type of security management for computers and networks. An IDS 
gathers and analyzes information from various areas within a device or a 
network to identify possible security breaches, including intrusions and 
misuse” [7]. 

Intrusion prevention systems (IPS) “Supports the ability to receive IDS sensor or scanner data and then apply 
analytical processes and information to derive conclusions about 
intrusions, and to execute an appropriate response” [7]. 

Biometric access control Application of “…uniquely identifying humans based upon one or more 
intrinsic physical or behavioral traits” [7]. 

Access control list “A list of permissions attached to an object. The list specifies who or what 
is allowed to access the object and what operations are allowed to be 
performed on the object” [7]. 

Antivirus software Specific software that is designed and configured to identify and prevent 
malware from operating on the OT computer infrastructure. Antivirus 
software limitation is that new malware must first be identified and 
corrective actions developed before it is included in the antivirus 
application. Zero day exploits, (i.e. an exploit that takes advantage of a 
previously unknown vulnerability) are not prevented by antivirus software. 

Use of Virtual Private Networks 
(VPNs) 

“VPNs comprise a combination of security technologies that allow a set of 
computers/users to operate across nonsecure, public, shared networks but 
with the security one might expect on a totally private network…” [129]. 

Data encryption The process of converting OT data into unique code that cannot be read 
without the decryption algorithm or code. At the present time, most remote 
site data encryption occurs by using a ‘bump in the wire’ device, which is a 
special hardware/software device that receives unencrypted data, encrypts 
it and then sends the data to the destination. A similar device receives the 
encrypted data, decrypts it and transmits the unencrypted data to the 
intended receiver. 

White listing A specific application that only allows those applications that have been 
granted specific authorization to run. Any application that is not specifically 
allowed to operate is prevented from running. 

3.3 Unique Operational Technology Control System Perspectives 

Discussing the methodologies, methods, and implications of cybersecurity within the ONG’s OT infrastructure 
brings forward the views of (a) how OT is different from IT, (b) how OT and IT are very similar as they often use 
the same hardware and telecommunications infrastructures, and (c) how OT and IT convergence “…will 
deliver…the connectivity and integration needed to address skilled workforce shortages and synchronize supply 
chains for optimal operation” [114]. In reality, when viewing the industry each of these positions have considerations 
that drive the current and future state of cybersecurity within the ONG OT infrastructure. These positions also 
influence industry standards and the regulatory environment as well. 

When discussing ONG’s OT infrastructure and the application of cybersecurity, what makes OT different or 
unique from the corporate enterprise or IT side of the corporation? Initially one can view the differences as 
grounded in the terms of consequences, availability, reliability, and data integrity. 
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Consequences are the events, results, or outcomes that occur following some sequence of earlier happenings. 
When an OT system operates as designed, the consequences are as intended—safe and efficient operations. 
When the OT system fails, for whatever reason, the consequences of the failure can be catastrophic. 

It is the potential for extreme negative consequences that makes OT system failures unique when compared to IT 
system failures. When an OT system fails the consequences can range from an item requiring maintenance to a 
catastrophic event. 

To ensure that the OT system performs as designed, each and every time it is operated, the industry turns to 
system design criteria of availability, reliability, and data integrity. Availability in an OT environment means 
“…ensuring the proper operational state for a business to operate…whenever they are needed” [129]. Stated 
another way, availability is the “…probability that a system is operating successfully when needed. Availability is 
often expressed as a percentage” [116]. For each organization’s operationally high value systems, availability is a 
paramount need. The system needs to operate successfully every time it is needed, which is typically 24 hours, 7 
days a week, 365 days a year.  

As indicated, it is mandatory that the OT systems that are monitoring, controlling, and ensuring safe processes 
always be available to minimize the potential of negative consequences. This criterion is different than the IT 
system availability requirements where outages impact enterprise operations but generally do not carry the same 
level, depth and far reaching negative impact of an OT system event. Achieving highly available systems is often 
seen as utilizing reliable systems that include redundancy of equipment and communication networks.  

Another critical part of the OT environment is reliability. A definition of reliability is “…the likelihood that a device 
will perform its intended function during a specific period of time” [116]. As an example, OT software applications 
must always work as designed. It is unacceptable for an OT application to stop working or require a reboot in the 
course of normal operations. When the application comes online, it must correctly perform all functions as 
designed and continue to do so for the foreseeable future. Full reliability is an imperative. 

Availability and reliability are different, but both are essential elements of an OT infrastructure. Unless the system 
is available and the components reliable, the system will not meet the organization’s needs of safely, efficient 
monitoring, and process control. 

The third major differentiator is data integrity. Data integrity means that the data transferred across the OT system 
are accurate and consistent. This specifically means the data have not been corrupted, inaccurately altered, or 
modified to reflect something other than reality. From the literature, data integrity means: 

“… ensuring that information displayed by and stored in the system is accurate, up-to-date, of 
known quality, and confirmed to have come from the correct sources and been processed in the 
correct manner…” [129]  

OT data integrity is essential because “Data integrity attacks (e.g., manipulating sensor or control signals) … 
through the SCADA network could have severe effects as it misleads operators into making wrong decisions” [134].  

Some unique aspects of OT systems, when compared to IT infrastructures, include items such as in Table 3 and 
those in the following list.  

⎯ System complexity—Complexity is defined in many ways such as “one whose properties are not fully 
explained by an understanding of its component parts” [81] or “…the extreme quantity of interactions and of 
interference between a very large number of units” [99]. The ONG industry OT system design objective is 
to develop a fully deterministic system. This means that for every event we can say exactly what the 
result will be. Yet, the OT system includes the human element, many interconnecting parts, various 
software applications, and failure modes that were never identified or were deemed virtually impossible to 
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happen. Thus, the systems are complex with humans interacting with a network of many distinct devices. 
The larger the OT system, the more interconnections, and with each increase in the number of 
interactions, an ever increasing level of complexity occurs. 

Ultimately system complexity limits the organization’s ability to model and define the system response to 
various failure modes. As some research points out “… the model and methodologies available for 
dependency analysis are very limited…” [103]. This unique attribute limits the industry’s overall ability to 
plan a full range of event detection and mitigation efforts. 

⎯ Software patching—It is not uncommon that OT software applications are not up to date on vendor 
operating or application system patches. OT system software changes require a much deeper level of 
testing, validation, and planning. Unlike in enterprise IT, OT operators cannot simply roll out or push 
updates to OT systems because of these heightened testing and validation requirements. 

If the vendor supplying the operating system software releases a new version or patch, the operator must 
determine if their OT system vendor has certified that the OT system will continue to work if the new 
version or patch is applied. Obtaining OT vendor certification often takes time, and in some instances the 
OT vendor has not certified the new version or patch for compatibility. In this case the ONG company 
must either continue to use the older operating system, which may have security flaws, or develop an in-
house process to validate compatibility. 

Once a decision to upgrade the application is made, deployment of the change requires a methodical, 
extensively tested, and well supported process. The process may require sending people to remote sites 
during the upgrade to operate the system in a local or manual mode if remote monitoring and control may 
not be possible during the upgrade. Clearly patching or upgrading an OT system requires more 
resources, planning, time, and carries more risk than patching an IT system. 

⎯ Lack of in depth cybersecurity capabilities—Most technologies deployed today that fall under the OT 
umbrella do not include minimal cybersecurity capabilities. For example, the majority of remote terminal 
units, programmable logic controllers, flow computers, etc., either have no password capabilities or use 
very rudimentary passwords. These systems also fail to provide secure data transfer capabilities such as 
encryption or antivirus protection. 

⎯ Limited or no personnel located at remote location—The industry relies on highly available and reliable 
OT systems to ensure safe and efficient operations. As such, the vast majority of remote locations have 
no personnel on site. If an event occurs that disables or disrupts the ability to remotely monitor and 
control a site, it is not uncommon for the operator to shut down the process until someone can travel to 
that location and restore service.  

Depending on a host of variables, response times can be very long and once on-site the respondent may 
not have the spare parts or software required to restore the system. Each of these unique events extends 
the duration that the system may be down and the potential that negative consequences can occur.  

⎯ Long life cycles—Unlike many IT systems, OT systems have a very long life cycle. Once installed and 
operational, the systems may operate for ten years or more. During this time, operational changes occur, 
technology advances by several generations, and the vendor may stop supporting the system as it ages 
out. Ultimately system support may only be available in-house.  
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Table 3—Unique Aspects of OT Systems 

Unique Aspects of OT Systems 

System complexity Systems include the interaction of humans, multiplicity of 
system interconnections, devices, and applications. 
Complexity increases with “…the extreme quantity of 
interactions and of interference between a very large 
number of units” [99]. 

Software patching The process of updating installed software. OT system 
software changes require a much deeper testing, 
validation, and implementation planning effort than IT 
systems. 

Lack of in depth cybersecurity 
capabilities 

Most OT technologies deployed today do not include 
minimal cybersecurity capabilities such as passwords, 
data encryption, etc. 

Limited or no personnel located at 
remote location 

Many OT systems are located in remote locations. The 
majority of the time these sites have no personnel on 
site. 

Long life cycles Installed OT systems have longer life cycles than IT 
systems. It is not uncommon for these to be installed for 
ten years or longer. 

 
OT systems are truly unique. In the ONG sector, each OT system has operational, physical, relational, 
and environmental differences, influences and requirements that differentiate them from any and all 
other systems. Although all OT systems share core requirements of providing safe, effective, and 
efficient monitoring and controlling of the process, no two systems are alike and each implementation 
is as unique as the process being monitored and controlled. 

Consequently, ONG asset owners must develop and maintain in-house expertise with the highest level 
of knowledge, skills and experience to support these infrastructures. This requires the investment of 
time and money to: 

⎯ find and hire the individual with the right skill set,  

⎯ train OT workers,  

⎯ provide hands-on experience under the tutelage of experienced mentors,  

⎯ keep employees abreast of technology advances and new threats.  

Each OT operator has a set of specific OT systems and employees with deep institutional knowledge 
of those OT systems. These employees, possessing expert knowledge of OT systems, are in the best 
position to understand and apply industry standards and process that provide the highest levels of 
safe, effective, and efficient operation of their OT system. 

The complexity and unique attributes of the overall ONG OT infrastructure restricts the ability to 
provide system specific laws and regulations. The best any such effort may achieve is establishing a 
minimum set of requirements that may not apply to all ONG infrastructures. For the past decade there 
has been debate around what constitutes critical infrastructure. If we cannot define what constitutes 
critical infrastructure, how can we design fully-inclusive, detailed, advanced regulatory requirements to 
address cybersecurity requirements for these very complex OT systems that government does not 
understand? Such regulation is not practical, expedient, or possible. The best approach is public-
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private collaboration that uses best practices and industry standards as the basis for an ongoing 
assessment and remediation process to secure OT systems. 

4 Operational Technology in the Oil and Natural Gas Industry 

4.1 General 

Operational technology, as applied in this paper, refers to the control systems used in the ONG industries. This 
section provides a detailed discussion on the various technologies that are found within this industry. 

4.2 Operational Technologies 

4.2.1 General 

Operational Technology (OT), in the ONG industries, is a general term which refers to those systems which 
monitor and control physical processes. This is separate from the Enterprise or company IT systems, which is “… 
about automating human activity [versus] … providing information instrumentation for machinery” [122]. For this 
paper, API defines OT as control systems that included a finer delineation of systems as identified in API’s 
refinement of the overarching OT definition and published literature are in alignment as to what distinct processes 
are grouped under the general OT definition. 

Table 4—Operational Technology Systems 

Operational Technology Systems 

Industrial Control Systems (ICS), 

Production Control Systems1 (PCS), 

Supervisory Control and Data Acquisition Systems (SCADA), 

Distributed Control Systems (DCS). 

The Department of Homeland Security identifies the various types of OT as “Supervisory Control and Data 
Acquisition (SCADA), Process Control System (PCS), Distributed Control System (DCS), etc. [which] generally 
refers to systems which control, monitor, and manage the nation’s critical infrastructures…” [34]. These systems 
“…gather key information electronically from field locations… [and] are configured to present field data to the 
controllers, and may include additional historical, trending, reporting, and alarm management information… 
[Further,] a controller may take direct action… to operate equipment or the controller may alert and defer action to 
others” [36]. 

Control systems have been in use for a hundred years. “Around 1912, the Chicago power industry merged a 
centrally located control room operator, a remote process control system, [and] a telecommunication interface…” 

[157] to provide remote monitoring and control functions from a central location. Over time, control systems “… 
evolved into sophisticated technology enablers which allow operation of virtually every type of process control 
system. They ensure a steady source of reliable electrical power, a steady supply of natural gas to factories and 
homes, and enhance liquid pipeline control. Many processes now operate at a level of safety, effectiveness, and 
efficiency never achieved before” [50]. 

While various approaches to remote monitoring and control expanded from Chicago’s rudimentary approach, the 
Supervisory Control and Data Acquisition term was not used by the pipeline industry until “… late in the 1960s… 
These early SCADA systems were developed specifically for each companys’ needs and in most cases were 

                                                            
1 API definition of PCS, other sources, such as DHS, identify this as process control systems. 
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developed by the company. [A broader] …history of SCADA [is] found in an article on ‘Telemetry’ in Encyclopedia 
Britannica…” [108]. 

These early, company specific control systems can be viewed as technology islands within the overall corporate 
infrastructure. All data flows and communication paths were within the control system itself. During these early 
days there was no need for near instantaneous data transfer from the control system to the enterprise or business 
system. These early systems were also islands unto themselves as predominately the computer language used 
was proprietary to the firm supplying the system. As an island unto itself, there was a minimal cybersecurity threat 
to these systems. 

Over the last decade or so, these automation islands have almost disappeared. In today’s automation world the 
computer’s operating systems are often the same as the enterprise computers. Network communications are 
based on the same telecommunication standards which drive the internet and the control system is directly linked 
to the enterprise business network. Today’s automation systems have a much higher level of cybersecurity risks 
than systems of yesterday. 

Automation systems, or operational technology systems, come in various forms with key differentiating elements. 
In the following sections, we provide a general overview of what constitutes each system type and what key 
elements differentiate it from the others. 

4.2.2 Industrial Control Systems 

The term industrial control systems (ICS) is used in a variety of ways such as: 

“Industrial control system (ICS) is the term used to identify many types of control systems …” [64] 

 “…supervisory control and data acquisition (SCADA) systems, distributed control systems 
(DCS), and other control system configurations such as skid-mounted Programmable Logic 
Controllers (PLC)” [104]  

The American National Standards Institute (ANSI) expands the NIST definition to include “…remote terminal units 
(RTUs), intelligent electronic devices … networked electronic sensing and control, metering and custody transfer 
systems, and monitoring and diagnostic systems. In this context, industrial control systems include basic process 
control system and safety-instrumented system [SIS] functions, whether they are physically separated or 
integrated” [4].  

As the rest of this section provides expanded views of PCS, SCADA, DCS and specialty systems, this portion of 
the ICS discussion is limited to what is often referred to in the industry as field systems (FS). “Field systems can 
be broken down into two categories, each having one or more safety related features: Local Control Systems and 
Local Safety Systems” [64]. 

Local control systems may perform isolated functions with no link to a broader structure or they may be systems 
that perform local monitoring and control and provide minimal data to other systems. Some of the devices that 
can be included in the local FS category include: 

⎯ Smart Sensors--These devices contain embedded logic that allows them to monitor and respond to 
process changes in an autonomous mode. These systems may also communicate with other FS devices 
and process control systems. 

⎯ Flow Computers--These devices convert the raw flow meter data into information such as net and gross 
flow rates, as well as accumulated volumes. 
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⎯ Programmable Logic Controller (PLC)--PLC’s are industrial hardened computers that were originally 
intended to provide the functionality of complex relay logic without all the relays. These devices have 
advanced to a point that they provide detailed logic, computational, and decision capabilities as either 
stand-alone installations or as part of PCS, SCADA, and DCS infrastructures.  

Figure 1 is a very simplified example of a smart meter installation. In this case the level sensor monitors the tank 
fluid level. Based on the level the sensor generates a signal to either open or close the inlet valve. The system 
operates based on local settings without the need of external data exchange. 

 

Figure 1—Simplified Smart Transmitter Example 

Figure 1 also demonstrates the flow computer interconnection. As shown, the inline flow meter measures the 
product as it flows through the pipeline. The inline flow meter output is connected to the flow computer, which 
converts the inline flow meter signal to higher level information such as net and gross flow rates and accumulated 
volumes. As a stand-alone system these devices have minimal cybersecurity risk. 

Figure 2 shows a simplified PLC sketch. In this example the PLC receives data from the level, temperature, and 
pressure sensors as well as the flow computer. Based on the programmed PLC logic, the PLC will adjust the inlet 
valve position. The PLC logic capabilities expand the functions that can be performed locally.  

As with the basic smart sensor, the PLC can operate in an autonomous mode without interaction or data 
exchange to higher level systems.  

 

Figure 2—Simplified PLC Example 

As a standalone system, the PLC has a lower level of cybersecurity risk. With no external communication 
interface, modification to the PLC requires someone to physically access it. This reduces the systems overall risk 
map. 

4.2.3 Process Control Systems 

Process Control Systems (PCS) are systems that expand the area of monitoring and control beyond the local 
device or process to include the broader process infrastructure. For this paper and in alignment with published 
literature PCSs are defined as: 
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“... systems which respond to input signals from the process, its associated equipment, 
other programmable systems and/or an operator and generates output signals causing 
the process and its associated equipment to operate in the desired manner but which 
does not perform any safety instrumented functions with a claimed SIL >=1” [69]. 

“Process control refers to the methods that are used to control process variables when 
manufacturing a product” [111]. 

Historically “The term automatic process control came into wide use when people learned to adapt automatic 
regulatory procedures to manufacture products or process material more efficiently. Such procedures are called 
automatic because no human (manual) intervention is required to regulate them” [70].  

A key difference between PCS and distributed controls or supervisory control and data acquisition are the 
geographic locations where the systems reside. PCS are generally associated with a specific process within a 
plant, refinery, etc. while distributed controls or supervisory controls typically refer to systems where the various 
sites are geographically separated. 

Figure 3 provides a general view of a type of PCS. In this case the process is to correctly mix two fluids in correct 
proportions. The process sensor receives the desired process setpoint, which may be set locally or from a 
remote location. The sensor compares the output of the mixing valve to the desired setpoint. Depending on the 
results of that comparison the process sensor will signal the inflow control valves to increase or decrease flow. 

 

Figure 3—Process Control System Example 

With the exception of establishing the desired process setpoint all other actions are automatic. 

4.2.4 SCADA Systems 

Historically, computer based Supervisory Control and Data Acquisition (SCADA) systems origins can be traced to 
the 1960s. As an example, Office of the Manager National Communications Systems discusses how “…SCADA 
systems have evolved since being deployed in the 1960s” [102]. Yet, what is the basic definition and general 
architecture of a SCADA system? 

To answer these questions, a literature review was conducted to identify how SCADA is defined by various 
standards and governmental organizations. The results of this literature review identify a fairly consistent 
definition theme across industrial organizations and government entities. The following are representative 
examples of definitions obtained:  

“A SCADA system is highly distributed. It is specifically designed to address long distance 
communication challenges… [and] enables the centralized control and data acquisition 
required for monitoring the remote assets over long-distance…” [64]  
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“SCADA systems…are used to monitor critical infrastructure systems and provide early 
warning of potential disaster situations” [102]  

 “SCADA (supervisory control and data acquisition) generally refers to industrial control 
systems: computer systems that monitor and control industrial, infrastructure…” [59] 

“SCADA… systems are a type of industrial control system used to collect data and exercise 
control from a remote location” [108]  

“[SCADA], a computer based system in which the Data Acquisition function includes 
gathering real-time data through a communication network and control functions include 
controlling field devices” [6] 

[SCADA], A combination of computer hardware and software used to send commands and 
acquire data for the purpose of monitoring and controlling” [7]  

Leveraging the various definitions and design standards, such as API 1113, functions of a SCADA system include 
the following. 

1. Provide a graphical user interface that allows the controller or operator the ability to graphically see the 
system information and to initiate field device changes. 

2. Monitor remote processes/systems/devices for changes in physical state. These include, but are not 
limited to, such items as valve positions, motor running state, pump running status, pressures, flow rates, 
temperatures, circuit breaker status, etc. 

3. Control remote devices such as valve control, pump control, changing pressure setpoints, changing relief 
valve setpoints, etc. 

4. Central monitoring and control location is remote from the devices that are being monitored and 
controlled. 

5. A communication infrastructure is required to link the central location to the remote devices. 

6. Primary intelligence functions reside at the central location within the master computer. 

7. System control through pre-established automated logic functions and user initiated actions. 

8. Provide field data and information to enterprise applications. 

9. Provide field data and information to specialty systems as described in 2.1.5. 

To achieve these functions a SCADA system interconnects many subcomponents which include the following: 

⎯ Human machine interface (HMI)—This is a software application that presents information and data to the 
user in a combination of forms such as graphically, numerically, tabular, etc. The application also 
provides the user the ability to initiate actions, acknowledge events, etc. Literally this is the area where 
technology and the human meet. API defines HMI as “A computer terminal normally associated with a 
graphics terminal that allows interaction between people and devices” [7]  

⎯ Master Station—IEEE describes the “Modern… (SCADA) master stations [as having] both software and 
hardware in a distributed architecture. The processing power is distributed among various computers and 
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servers that communicate with each other through a real-time dedicated LAN [local area network] in the 
control center” [59]. Master stations are often co-located with the supervisory control center and the backup 
supervisory control center in a redundant configuration. The control centers are where the central 
monitoring and control of the overall process occurs. 

⎯ Telecommunications infrastructure—This infrastructure provides the electronic link between the central 
control center and all remote locations. The connectivity can use a wide area network (WAN), dedicated 
leased data lines, as well as microwave, fiber optic, or satellite based telecommunication systems. 
SCADA system components are physically separated and required interconnection through some 
telecommunications infrastructure.  

Telecommunication infrastructure is sometimes referred to as a ‘process control network.’ API defines a 
process control network as “A network used to transmit instructions and data between control and 
measurement units and SCADA systems” (1164, June 2009). 

⎯ Remote data terminal units/data concentrators—Remote site data terminal units/data concentrators come 
in many forms such as the ‘dumb’ remote terminal unit (RTUs), programmable logic controllers (PLCs), 
field data acquisition (FDA) servers, and/or Flow Computers (FC).  

RTUs generally provide no local intelligence or logic capabilities. These devices serve the function of monitoring 
the various field device electrical inputs; such as the binary states of on/off, open/closed, or the voltage or current 
analog value and on request from the master control center send the field device information back. Often an RTU 
based SCADA system is called a master/slave system. The central control system is the master while the RTUs 
are the slave. All logic is performed at the master and the slave responds to the master’s commands. 

RTUs are “A remote device typically used to gather status, alarms and analog remote readings for transmission to 
the SCADA system and transfer controls from the SCADA system to a field device” [7]. 

As SCADA systems matured, remote devices were deployed that started to included intelligence and logic 
capabilities that replaced basic relay logic functions. These intelligent devices are PLCs. PLCs are capable of 
providing local decision and logic functions as they contain industrial hardened central processing units (CPUs), 
memory and a software operating system.  

The combination of a CPU, memory, operating system, and application software provides the capability to 
program the PLC to perform functions beyond just converting the field electrical signal to a communication data 
stream, which is sent back to the master. One definition of a PLC is “A digital computer used for automation of 
industrial processes” [7]. 

Field data acquisition (FDA) unit’s primary purpose is to gather all assigned field data into a common device with 
no human interaction. The acquired data is transmitted to the central control computer either on request or on an 
exception basis. 

Flow computers (FC) are the hardware/software system that implements the required algorithms that convert the 
flow meter electrical signal to a flow reading, which is usable by the central control computer. The algorithm 
provides the ability to receive pressure and temperature compensated flow values or non-compensated flow 
values.  

To integrate the various infrastructure subcomponents, a wide variety of configurations have been developed and 
deployed. The configurations span the range from simple, non-redundant, infrastructures to highly available, fully 
redundant structures. 
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As an example, Figure 4 is a simple network view of a non-redundant SCADA system. In this configuration the 
SCADA Host/Master (Master here forward) computer is collocated with the Operations Control Center (OCC). 
There is a single computer which connects to the HMI and ancillary devices over a single local area network 
(LAN). The SCADA Master computer is linked to the field systems over another single telecommunications link. 

Finally, the SCADA Master can also be connected to the corporate enterprise through a single demilitarized zone 
(DMZ) and associated infrastructure. Figure 4’s depiction of how the SCADA system interfaces with the corporate 
enterprise systems is highly dependent on the organization and their unique needs and operating requirements. 
The depicted DMZ is consistent with API 1164’s recommended approach [7]. 
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Figure 4—Non-Redundant SCADA System 
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Non-redundant SCADA systems tend to have lower levels of system availability where availability is generally 
defined “…as the ratio of uptime to total time (uptime + downtime). It is customary to express availability in 
percentage…” [59].  

The lower availability percentages occur due to the increased levels of downtime due to system outages of one 
type or another. In a non-redundant configuration, any key device failure results in downtime. This is not the 
same in a fully redundant network, which is discussed next. 

Figure 5 provides a general view of a redundant SCADA system. In this system there are redundant: 

⎯ central control center LANS, 

⎯ telecommunication circuits, 

⎯ firewalls, 

⎯ routers, 

⎯ human machine interface (HMI) displays, 

⎯ remote field devices, 

⎯ redundant operation control centers. 

As a redundant infrastructure, the loss of any one device does not result in a system outage. In many cases the 
infrastructure can experience multiple device interruptions without impacting operations.  

In summary, SCADA systems are structures that allow a central control center the ability to monitor and control 
remote processes. They rely on a central host computer to provide the interface between the user’s HMI and all 
associated field devices.  
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Figure 5—Redundant SCADA System 
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4.2.5 Distributed Control Systems 

On a cursory look, a distributed control system and a supervisory control and data acquisition (SCADA) system 
appear very similar. Shaw identifies how “Architecturally, a DCS very much resembles a SCADA system…” [129]. 
They both involve intelligent devices, telecommunication infrastructures, and field devices. Yet, the two systems 
are distinctly different approaches on how the organization monitors and controls the process be it a pipeline, 
refinery, etc. This section highlights some historical back ground and what key elements define a distributed 
control system (DCS). 

From a historical review, computer based DCS systems are traced to around 1975 and early 1980s. It was in this 
era that critical elements that support computer based DCS began to mature. These include digital 
communications between devices, application of networks within the process control environment, vendors 
providing commercial off-the-shelf components, various industry standards, and owner/operators adoption of this 
technique.  

The early DCS adoption appears to be within the local plant where networks were established by hardwired 
interconnections. As the technologies matured DCS systems started to expand beyond the plant floor to providing 
distributed control over wide area networks that linked remote sites to each other and to the control center. Today, 
DCSs are found throughout the industry providing distributed control across a range of processes. This expansion 
is fueled by further maturing of industry, national and international standards, technology advances, vendors 
responding to the owner/operators’ needs. 

Yet, as the application and use of DCSs continue to expand, what defines a DCS since, as the literature identifies 
DCSs and SCADA systems tend to resemble each other? 

To provide an answer to this question, a literature review was conducted to identify how DCSs are defined and 
what common themes constitutes a DCS. The following definitions provide a general view of how DCSs’ are 
defined within academic and organizational standards bodies. 

“Distributed Control System… a system consisting of several intelligent devices cooperating for 
common purpose. Intelligent devices… support processes, which coordinate activities and 
information exchange via a communication network.” [53] 

“Distributed computer system – A system that involves multiple computers, possibly remote from 
each other, that each has a role in computation problem or information processing.” [6]  

These definitions provide the key to what differentiates DCS from SCADA and the other OT systems. Specifically, 
a DCS system includes (a) multiple computers, (b) autonomous process monitoring and control at the local site, 
(c) inter-site automated data exchange, and (d) inter-site coordination of activities. DCS systems also utilizes 
common OT requirements of a telecommunication infrastructure and human-machine interfaces (HMI). 

Figure 6 depicts what DCS system architecture could look like when implemented. As shown, the figure 
demonstrates how a DCS server/computer is found at all sites, item (a). Often these servers are found in 
redundant configurations so if one fails the other, redundant local server automatically takes over. This 
dramatically increases the overall system availability. 

An essential element of the DCS infrastructure is each site’s ability to monitor local activities and initiate control 
functions, item (b). This autonomous capability provides the system with faster response to local activities as well 
as minimizes the telecommunication interactions and control center work load as well. 



 STATE OF OPERATIONAL TECHNOLOGY CYBERSECURITY IN THE OIL AND NATURAL GAS INDUSTRY 25 

 

Figure 6—Redundant Distributed Control Diagram – General Architecture 
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As we see from the National Transportation Safety Board, “Some systems have a distributed control system so 
that if the main control system fails, remote sites can monitor the whole system” [108]. 

Another feature of the system is the ability of each location to share information with the other sites without the 
need of a central data processing center, item (c). This inter-site communication and data sharing extends the 
overall system’s capability for automatic process control to inter-site coordination and control of the broader 
system. 

As with SCADA systems, the telecommunication infrastructure connects all systems together. To ensure the 
highest level of system availability requires physical and even technology divergent telecommunication systems. 
As an example, one network could be on a local telephone system high speed data network while a second path 
could be a satellite or microwave system.  

In summary, DCS system extends the overall control system’s monitoring and control to the remote sites. In this 
configuration, the remote sites DCS server/computer operates in an autonomous mode for specific established 
conditions. It also provides data and information to other sites to provide an interconnected infrastructure of 
intelligent devices. If properly designed and implemented, it provides a very fast, highly available control system. 

“Distributed systems have many advantages over centralized systems. Since the data 
processing is shared on the network, the various servers require less processing power than in 
a centralized system. In this way, the cost of computers can be reduced. It is also easier to 
upgrade or to add servers if additional processing power is required. Another advantage of 
distributed systems is that the failure of one server does not necessarily affect the whole 
system.” [59] 

4.2.6 Specialty Systems 

Speciality systems, such as the Safety Instrument Systems (SIS) or Emergency Shutdown Systems (ESD), fall 
outside of the previous sections definitions. 

“Safety instrumented systems have been used for many years to perform safety instrumented 
functions in the process industry.” [58] 

By definition a SIS is  

“implementation of one or more safety instrumented functions [which are]…composed of any 
combination of sensor(s), logic solver(s), and final elements(s).” [69] 

SIS systems should be independent of any other OT application. In an ideal SIS implementation, the 
communications and software structures are independent of OT systems. Therefore, a compromise of other OT 
systems should not compromise the SIS.  

In the literature, SIS and emergency shutdown systems are often used as interchangeable terms such as by 
ANSI where they state “Other common terms used for emergency shutdown systems include safety 
instrumented systems…” [5]. For the purpose of this document we take the position that SIS and ESD are the 
same systems and refer to them collectively as SIS.  

Figure 7 is a simplified view of how an SIS may be configured. In this example, various sensors monitor the 
process. These sensors provide data to the SIS. If the SIS determines that the process is approaching or 
outside established limits it initiates changes to the control valve designed to return the system to a safe state. 
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Figure 7—Simplified SIS Example 

Figure 7 also shows a communication link between the SIS and a local PCS. The interconnection with other 
systems, such as PCS, SCADA, or DCS, is one of discussion within the literature. One ESD definition states 
that the “…emergency shutdown systems (ESD)… run independently from their control systems. The ESD 
system … [is designed] to return the facility to a safe state in the event of adverse operating conditions” [64]. On 
the other hand, designs that have the SIS sending the other systems data and information do occur as well. 

The SIS cybersecurity risk profile is different if it is implemented as a standalone system or a system with 
connections to other control system infrastructures. A standalone system’s cybersecurity risk is lower than the 
interconnected infrastructure since to make changes requires someone to physically access the device. 
Conversely, if the SIS is linked to other networks its cybersecurity risk map increases as it now becomes 
possible to make SIS application changes remotely. 

4.2.7 Enterprise Cybersecurity 

The need for enterprise cybersecurity predates OT cybersecurity by many years. The origins for both enterprise 
and OT cybersecurity are traced to 1949 when “Hungarian scientist John von Neumann (1903 – 1957) devises 
the theory of self-replicating programs, providing the theoretical foundation for computers that hold information 
in their ‘memory’” [79]. Yet, it isn’t until 1979 that “Engineers at Xerox Palo Alto Research Center discover the 
computer “worm,” a short program that scours a network for idle processors. Designed to provide more efficient 
computer use, the worm is the ancestor of modern worms--destructive computer viruses that alter or erase data 
on computers, often leaving files irretrievably corrupted” [79]. In a parallel effort, the internet and its inherent lack 
of security was coming of age.  

In 1962, J.C.R Licklider and W. Clark, of MIT, present a paper on “On-Line Man Computer Communications.” In 
1968, an ARPANET request for quotes is issued to develop host level protocols for communications over 
ARPANET. By 1971, there are fifteen nodes connected to ARPANET. The first international connection occurs 
in 1973; while in 1980, ARPANET comes to a complete halt because of an accidently propagated status 
message virus.  

By 1987, there are over 10,000 host computers on the internet. In 1988, an internet worm infected about 6,000 
out to the 60,000 host computers [154]. This worm demonstrates how the internet was “… designed for openness 
and flexibility, not for security” [37]. The parallel activities of internet and virus development, as well as events 
such as, “Kevin Mitnick [committing] the largest computer-related crime in the U.S. history [which resulted in…a] 
loss of eighty million dollars in U. S. intellectual property and source code” [29] set the stage for addressing 
enterprise cybersecurity. 

An outcome of these efforts is development of cybersecurity methodologies, methods, and tools; such as the 
first antivirus software in the 1980s, and cybersecurity standards. The overall enterprise cybersecurity system 
objective is to ensure that “… systems remain dependable in the face of malice, error, or mischance” [3]. 
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Implications of Enterprise Security on Operational Technology 

Enterprise, holistic system-based cybersecurity predates OT cybersecurity methodologies. Enterprise system 
owners and operators were driven to addressing the issue earlier as they were connected to the internet and 
their systems were relying on common operating systems and protocols. Conversely OT infrastructures, as 
discussed earlier, experienced a historical view of inherent security through network isolation, vendor specific 
protocols, and cultural view of ‘why would anyone want to attack a control system?’ 

As OT infrastructures emerged from their islands of obscurity they evolved into systems that utilized many of the 
enterprise based operating systems and protocols. The technological convergence of these infrastructures didn’t 
lesson the enterprise risks and vulnerabilities, but it did significantly raise OT’s risk quotient as the vulnerability 
base was dramatically raised. This increase in cyber risk is demonstrated by the number of documented OT 
cybersecurity incidents in Figure 8.  

This figure clearly shows a marked increase in events in just over a decade. This time frame matches with the 
convergence of enterprise and OT hardware, operating systems, and network protocols. 

 

Figure 8—Number of Industrial Cybersecurity Incidents (Tudor & Fabro, 2012) 

“These technologies provided features and services such as remote monitoring, remote management, intra-
system coordination, inter-system communication and self-orchestration. Unfortunately, critical infrastructure 
assets are susceptible to a large number of [Information and Communications Technologies] ICT attacks” [39].  

As OT cybersecurity needs started to increase, it was consistent to leverage the knowledge, tools, skills, 
methodologies, and methods that already existed in the enterprise world. A significant driver to early adoption of 
enterprise practices was the fact that the enterprise systems were already grappling with cyber events and the 
OT infrastructure, up to this time, had remained largely immune from these threats. As such, enterprise cyber 
capabilities were more advanced. As an example, the enterprise side of the house started to develop and 
deploy communities of practice such as the Information Security Forum (1990s) and standards such as IEC 
27003 (1995) much earlier than comparable OT systems. The OT organizations didn’t release comparable 
standards, such as the first edition of API 1164 until September 2004 and the American Gas Association (AGA) 
did not release AGA Report No. 12 series (AGA Report 12) until 2004. AGA Report 12 is intended “… to save 
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SCADA operators time and effort for recommending a comprehensive system designed specifically to protect 
SCADA Communications” [1]. 

Based on the sequence of events and evolution of OT infrastructures it is understandable why the majority of 
OT cybersecurity oversight and tools have origins within the organizations IT department.  

While leveraging these established IT resources does increase the overall OT cybersecurity posture, there is a 
counter view that just applying an IT approach to a critical infrastructure OT environment is insufficient to 
achieve optimum OT cybersecurity. As an example, Favion et al. state, “Due to the peculiarities of industrial 
systems, ICT countermeasures cannot be deployed efficiently in all environments” [39]. Further, an exclusive IT 
protection system applied to OT infrastructure view is one of “… protection being put into place for SCADA 
systems… in the form of building a security perimeter… This denotes an outward-looking siege mentality. The 
problem is that the most dangerous (although admittedly least frequent) threats come from the trusted 
insiders…” [129]. 

OT “… cybersecurity must be regarded holistically if real-world security is to be improved” [44]. The holistic 
approach must take into consideration the operational context and uniqueness of the environment. Based on 
these foundations the appropriate mixture of IT and OT cybersecurity methodologies, methods, tools, skills and 
standards can be developed. The view should be a holistic OT contextual view, not a siege mentality. Further 
research is needed in this area to make the next OT cybersecurity advances. 

4.2.8 Operational Technology—Enterprise Interface 

As noted previously, early day OT systems were isolated with no direct interface with the organization’s 
enterprise or business systems. As competition expanded globally and communications become nearly 
instantaneous an organization’s need for time critical information became essential. This combination of events 
became the genesis of providing a direct communication connection between OT and enterprise systems. 

This linking of OT and enterprise, aka information technology (IT), systems extended the enterprise level 
cybersecurity risk to the OT infrastructure. As an example, TSA identifies: 

“The control systems used by operators to manage their infrastructure and products are vital to 
the pipeline’s safe and efficient operation. The growing convergence of information technology 
(IT) and control systems brings with it increased capabilities, but also increased exposure to 
cyber attacks against the infrastructure” [41]. 

As it becomes advantageous, industry has used a variety of methods to link OT and IT systems together. Figure 
9 through Figure 13 provide examples of how interconnections can be made. 

Figure 10 through Figure 12 are examples within API 1164. These views also show varying levels of 
cybersecurity risk reductions. Figure 10 is the simplest approach and one that the highest cybersecurity risk. 
Figure 10 has minimal protection, which is supplied by the internet firewall. In this example there is nothing to 
restrict or prevent an action on the internet from impacting the control system. 

Figure 12 provides a higher level of risk reduction as a demilitarized zone (DMZ) is provided as well as the 
corporate to internet firewall. The DMZ is a shared location where the enterprise and control system servers can 
exchange data. The DMZ must be configured to prevent any direct connection from the enterprise to/from the 
control system.  

Figure 13 enhances the cybersecurity risk reduction much higher. Not only does this approach include all of the 
previous examples positive benefits it also includes different manufacturer firewalls linked in a back to back 
fashion. Installing firewalls in this configuration requires any hacker to have a much higher skill set and 
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knowledge base if they are to be successful in hacking different manufacturer firewalls. This configuration also 
provides for redundant firewalls and communication networks. 

 

Figure 9—Simple OT to IT Connection 

 
Figure 10—Typical Dual-homed Computer  

(API 1164) 

 
Figure 11—Typical Demilitarized Zone (DMZ) 

Implementation (API 1164) 

 

Figure 12—Firewall Implementation (API 1164) 

 
Figure 13—Redundant Demilitarized Zone (DMZ) 
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4.3 Current State of Operational Technology Security 

4.3.1 General  

This section provides a summary view of the current state of operational technology security within the ONG 
industry. It is important to note that all ONG sectors use various combinations of all technology types. 
Organizations and vendors work together to specify architectures that benefit operations and efficiency. Asset 
owners vary in their usage of systems based on individual needs. 

The data, information, and findings identified here are derived from industry workshops the investigators have 
lead over the past 5 years, industry surveys, interviews and various literature sources.  

The industry continues to advance its focus on OT cybersecurity. The revision of API 1164 [7] and the release of 
INGAA’s control system cybersecurity guideline [64] are just two examples of how the industry continues to focus 
on these issues. 

A study conducted in 2010 (see Annex A) by the Center for Strategic and International Studies called “In the 
Dark: Crucial Industries Confront Cyberattacks” states that 80% of 200 “IT” executives at utilities, oil, gas, and 
water companies responded that they had experienced large scale denial of service attacks [35]. This study is 
cited countlessly in articles on cybersecurity for critical infrastructure, and is often referred to as definitive, 
illustrating the lack of critical infrastructure survey data. The study, however, includes international respondents.  

4.3.2 Variance within Sub-Industries 

Cybersecurity challenges facing ONG sub-industries discussed briefly above share more commonalities than 
variances. Each of these sub-industries shares: 

⎯ requirement to monitor the process, 

⎯ requirement to obtain data for organizational needs, 

⎯ requirement to control the process using OT, 

⎯ “IT is now heavily involved in the operations…” [73], 

⎯ remote monitoring and control requirements, 

⎯ telecommunication requirements, 

⎯ need to have 100% availability, 

⎯ need for data integrity, 

⎯ need for confidentiality. 

In looking across the ONG sub-industries it is clear that overall the challenges appear to be consistent where a 
set of universal issues and concerns exist. Within the industry it is clear that “Understanding this particular 
vulnerability [OT cybersecurity] and what it means requires some background on how process control systems 
have developed and evolve. Addressing the security of those systems is a very small community of government, 
industry, and academic entities whose work is but a small niche in the rapidly growing area of information 
security” [73]. While ONG industry specific knowledge base is expanding there exists a limited population of 
individuals who understand the operational, technology, and risk context of ONG industry’s OT cybersecurity.  
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Variance among the sub-industries illustrates the challenge of implementing cybersecurity and the need for 
different and flexible solutions. The complexity of systems, technology implementation, criticality of product and 
consumer, all factor in to the risk equation (discussed in Section 3). Mitigating these risks require different 
approaches to cybersecurity to ensure operational continuity.  

4.3.3 Offshore Platforms 

Offshore Platforms are complex ‘man made’ islands that support exploration and production. Offshore ONG 
exploration and productions is classified as activities that occur upstream of oil refineries, gas sale pipeline 
transfer points, and transportation pipelines. In general, this industry sub-group explores, develops, and extracts 
petroleum products from offshore areas. To safely, efficiently, and effectively fulfill the upstream requirement 
involves OT where operation’s personnel monitor and control the overall process.  

“Offshore means beyond the line of ordinary low water along that portion of the coast of the United States that is 
in direct contact with the open seas and beyond the line marking the seaward limit of inland waters” [22]. 

Offshore platform uniqueness involves remote locations, access means, and challenges associated with 
transporting the produced petroleum to the oil refineries or gas sale pipeline transfer points. To this ONG sub-
industry group, everything is remote and operational requirements are very unique. As an example, how the 
offshore platform operations respond to a hurricane is different than how an onshore transportation pipeline 
would respond. In each situation the organization has different methods, policies, and processes in place to 
ensure workers safety, production facility integrity, and protection of the environment. 

From a cybersecurity perspective, the delays in data flows due to isolated and periodic communications to 
shore, complicates the ability for situational awareness. Likewise, there is little physical access control to core 
systems once on the platform. Therefore layered security must be employed that includes data security, human-
system interaction, and processing a variety of inputs for situational awareness. Emphasis on physical and 
personnel security adds to overall cybersecurity. 

4.3.4 Onshore Exploration and Production (E&P) 

Onshore exploration and production (Onshore E&P) is classified as onshore activities that occur upstream of oil 
refineries, gas sale pipeline transfer points, and transportation pipelines. In general, this industry sub-group 
explores, develops, and extracts petroleum products from onshore areas. To safely, efficiently, and effectively 
fulfill the upstream requirement involves OT where operation’s personnel monitor and control the overall 
process.  

The digital oil field is fast becoming a technologically advanced, common theme in the ONG industry. As 
systems become interconnected for optimization and remote access, the role of cybersecurity will increase. 
Remote monitoring of drilling sites and wells is a new and rapidly advancing area in onshore E&P. The 
geographic disparity and often unmanned operations is a perfect application for advanced technology to 
facilitate operations. As trends indicated, and like other aspects of the industry, cybersecurity is expected to 
increase in this area. 

As API’s Events & Training web site identifies “Most studies show that 80% of industry training requirements 
overlap by 80%” [68]. While no direct industry based operational technology comparison was identified 
experience indicates that a similar or higher overlap exists across the various ONG sub-industries use of OT 
and cybersecurity concerns. As but one example of support for the direct observation Karen Boman identifies 
that “U.S. oil and gas companies have become more vulnerable to cyberattacks as information technology (IT) 
is now heavily used in energy production, processing and distribution operations…” [13]. 



 STATE OF OPERATIONAL TECHNOLOGY CYBERSECURITY IN THE OIL AND NATURAL GAS INDUSTRY 33 

Onshore E&P focused organizations are collaboratively working to enhance the industry segment cybersecurity 
posture. As an example the Special Meritorious Awards for Engineering Innovation is soliciting proposals for its 
2013 contest specific to systems integration cybersecurity [65]. 

4.3.5 Pipelines 

ONG pipelines sub-industry group involves a diverse set of pipeline types as defined and described in 49 Code 
of Federal Regulations (CFR) Part 195. Organizations which own, operate, and maintain ONG pipelines are part 
of the midstream sector classification. The general physical boundaries of this sub-industry start at the 
production and gathering system termination and ends at the refinery or selling and distribution facilities.  

Pipelines involve long distances and traverse virtually every conceivable environment. The physical 
infrastructure is located above ground, below ground and below bodies of water. All pipelines require at least 
one initial pump station or compressing facility which provides the work that moves the raw product from the 
pipeline inlet to the ultimate termination. Frequently; depending on hydraulic factors (e.g. geographical 
constraints, distances, etc.), pipelines require more than one pump station or compressor station along its length 
and ends at the refinery, distribution facility or terminal. 

For many pipeline operations, the monitoring and control location is remote from the pipeline pump station or 
compressor locations. The physical separation of the various components, which make up the pipeline OT 
system, requires extensive use of long distance telecommunication services. In today’s operating environment, 
these telecommunication systems are generally obtained from third-party commercial suppliers. 

Pipeline threat vectors are also unique as: 

⎯ the physical infrastructure covers long distances, 

⎯ virtually no physical means to monitor the entire system on a 24×7×365 basis exists, 

⎯ third party access to the infrastructure is common, 

⎯ wireless telecommunications is very common, and 

⎯ physical infrastructure frequently transverses unique geographic areas. 

Pipelines, as a midstream classified activity, will impact both upstream and downstream activities if the pipeline 
system is shutdown. The potential for wide spread cascading negative impacts due to a pipeline incident 
increases this sub-industry overall risk factor. 

Cybersecurity of pipeline operations is particularly critical given the inability to physically secure or man miles of 
pipe. Data integrity ensures situational awareness and facilitates seamless, optimal operations. Advanced OT in 
pipelines often includes significant cybersecurity. 

4.3.6 Oil Refineries 

The ONG sub-industry group of oil refineries is classified as part of the downstream sector. Overall, the 
downstream sector term refers to the functions which occur at the conclusion of production and gathering 
systems which are included in the offshore and onshore E&P as well as the midstream pipelines. 

Refineries are a unique ONG sub-industry in that system monitoring and process control generally occurs from 
a local, versus remote, location. All operations are usually contained within a restricted physical area. As such, 
the need for long distance telecommunication infrastructures is usually not required and access to the various 
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process areas does not require personnel to travel long distances. From a descriptive perspective refinery OT 
systems tend to be PCS, PLC, and SIS rather than SCADA or long distance computer/server based DCSs. The 
local process telecommunication requirements also tends to be owned, operated, and maintained by the refinery 
rather than telecommunications obtained from a third party supplier such as the local telephone company or 
satellite telecommunication supplier. 

Refineries receive the crude oil from the distribution pipelines and transfer the produced commodities to the 
selling and distributed by over the road tankers, railroad tankers, and distribution pipelines. 

Cybersecurity in refineries can be easier to manage given the defined boundary and ease of situational 
awareness in a contained area. However, refineries make attractive targets and face physical security 
challenges with rail movement, lack of controlled airspace, and geographic location. 

5 Risk Management Techniques 

Although the science of risk and risk management has existed for centuries, in the ONG industry risk was 
typically considered in safety science, loss of product or downtime, or risks of noncompliance. Increased 
interconnectedness in recent decades has elevated the inclusion of cyber risk management into the ONG 
industry operations. The expansion and inclusion of cyber risk management is demonstrated as TSA’s Pipeline 
Security Guidelines with “The intent of … [bringing] a risk-based approach of security measures throughout the 
pipeline industry,” [141]. It is also an approach that many in the critical infrastructure realm agree with as “We and 
everyone else think that risk-based approach to cybersecurity is the right way to go’ said Miles Keogh, NARUC 
Director of Grants and Research” [97]  

Historically, cyber risks were difficult to identify and mitigate, given the rapidly evolving threat technology. Like 
most risk managers, the natural inclination in assessing risk begins with quantification and metrics. “A metric is a 
standard of measurement. The goal... is to quantify data to facilitate insight … [and] good metrics lead to good 
decision and bad metrics lead to bad decisions” [14]. Standard metrics also provide the industry the ability to 
evaluate how their systems compare with others. 

Establishing definitive, quantifiable metrics is an ideal state and one that has received extensive research [10, 14]. 
However the cybersecurity research shows diametrically opposed views. On the one hand, there is a great deal 
of research which disproves the existence of valid technical metrics [140] and “Cybersecurity is a quality that has 
long resisted – and continues to resist-precise numerical classifications” [44]. On the other end of the spectrum, 
there is research that provides identification of specific metrics, the assessment method and process to use in 
establishing control system specific metrics [146]. 

While research and analysis on OT cybersecurity metrics continues to be an active effort, as demonstrated by 
ISA99 Committee efforts [71], at this point in time the information identifies that an asset owner simply cannot 
quantitatively state that they are 75% secure against cyber threats. Instead, the industry must view cyber risks 
within the standard risk equation, Equation (1). The standard risk equation reduces this problem into elements 
that an asset owner can define and identify based on their own set of operations and OT architecture.  

Operations are critical to the continuity of business. This continuity is a motivating factor, along with safety, in 
mitigating risks. Elements of risk must be defined and considered in terms of business continuity. ( ) = ( ) ℎ 	 × ( ) 	 × ( )	 (1) 

A threat implies that an individual or group has the ability and access to carry out a process that creates 
damage to, or exploits a system for a specific gain. Vulnerability is a weakness that exists in a system, network, 
application, or process that can be exploited by a threat to create an adverse effect. A consequence is the 
resulting loss, damage, or impact resulting from a threat successfully exploiting vulnerability. The results of a 
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successful exploit can have physical, economic, environmental, and human consequences [92]. It is important to 
recognize that vulnerability is the only element of risk controllable by the ONG industry. Without the ability to 
eliminate the threat, an asset owner can characterize and identify potential threats, but ultimately must live with 
the existence of a threat. Reducing or eliminating vulnerabilities, and thereby minimizing potential 
consequences, is the best option for mitigating overall risk. 

Many asset owners assemble a team within the organization or hire consultants to assist in the risk 
management process. Locating and assessing vulnerabilities in both the technology and operational processes 
is critical to mitigating the overall risk. In the past decade assets owners have shifted from simple penetration 
testing to identify technical risks to more comprehensive assessments that include policy and design reviews, as 
well as organizational communications. Embarking on this process, asset owners often pose the following 
common questions. 

1. How secure is my architecture? 

2. Am I compliant with industry standards? 

3. How does my security compare to my competitors’? 

Answering these questions requires analysis for each organization. Regardless of the approach, building an 
understanding of how each vulnerability leads to a consequence, one can then develop a business case for 
applying security. In previous industry workshops, asset owners shared common overall operational goals. 
These include [88]: 

⎯ financial stability, 

⎯ production and movement of product, 

⎯ safety, 

⎯ security, 

⎯ reliability, 

⎯ environmental compliance, 

⎯ preparedness. 

Basic steps of a risk assessment process are outlined below. These steps are necessary to collect and analyze 
operational characteristics, and to identify potential consequences [89]. 

1. Threat Assessment 

Who or what can cause damage? 

Why would they want to do damage? 

What are the tools or perspectives necessary to do damage? 

2. Vulnerability Analysis 

Where are the weak spots? 

3. Consequence Definition 

What are the immediate effects? 
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4. Business Impacts Conclusions 

What are the damages? 

5. Mitigation 

What fixes are necessary? 

6. Life-cycle Application 

What are the long term prevention options? 

Asset owners have numerous options to conduct these steps, which are discussed later in this section. In all 
cases, however, identifying and analyzing vulnerabilities is critical to applying the most useful mitigations. 
Vulnerabilities can be technical, operational, physical, or organizational in nature and can be categorized into 
the following classes [87]: 

⎯ system data handling; 

⎯ security administration; 

⎯ architecture and design; 

⎯ platforms, operating systems, and applications; 

⎯ networks and communications; 

⎯ incident response and handling. 

Successful exploitation of a vulnerability leads to a host of technical effects. For example [90]: 

⎯ access control and authorization compromised; 

⎯ ability to escalate privileges; 

⎯ ability to hijack traffic, capture data; 

⎯ possible control of systems, applications, or network; 

⎯ installation opportunities; 

⎯ information gathering; 

⎯ ability to traverse the entire network; 

⎯ data theft. 

Identifying technical effects can lead to understanding potential impacts. These are categorized in Table 6 [87]. 
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Table 5—Potential Consequences and Impacts 

Technical Consequence Effect Impact 

Access/Read/Alter Data 

− Theft or alteration of 
corporate/industry data 

− Theft or alteration of critical operations 
data used for future attack 

− Theft of personnel data 

− Divulge corporate trading partner info 

− Billing and purchasing data changed − Economic (i.e. loss of trading partner, 
market instability, downtime) 

− National critical infrastructure (i.e. 
weaknesses in operations may be 
exploited, downtime, unavailability) 

− Quality of life (i.e. identify theft, negative 
publicity for corporation and industry) 

− Safety issues 

− Physical impacts to equipment 

Gain Control of  
SCADA Systems 

− Full operation of control systems 
− Can alter, stop, or destroy equipment 

and operations 

Denial of Service 
− Halt operations on process control, 

business systems, or 
telecommunications 

Access Systems as 
Jump-points 

− Use systems as part of a large scale, 
coordinated attack 

Physical Access to 
SCADA Systems 

− Can physically damage systems 

− Access as a trusted insider if 
electronic access controls are not in 
place 

Introduction of a 
Virus/Worm 

− Can slow or halt operations 

Asset owners may choose to conduct a comprehensive risk assessment or a compartmentalized assessment. 
This is often dependent on the security culture within the organization and integration of security into the 
corporate values. It is more common for assets owners to approach cybersecurity in smaller, compartmentalized 
assessments with defined objectives. This is typically the case when an assessment is prompted by a specific 
incident. Approaching risks in this manner is often more cost effective and results are established quickly with 
actionable findings. This methodology can make security more approachable and a less daunting task than 
attempting to assess all organizational OT in a single assessment. Likewise, different levels of acceptable risk 
and operational boundaries exist within a single organization. A one-size-fits-all mitigation set cannot be applied 
against technically and geographically disparate architectures.  

Many approaches can be combined or extrapolated based on an organization’s primary objectives and the 
structure of their operations. It is common for an asset owner to choose one or more of the following methods to 
assess security [89]: 

⎯ compartmentalized assessments, 

⎯ compliance assessments, 

⎯ paper reviews, 

⎯ design assessments, 

⎯ hands-on testing and analysis, 

⎯ red teaming, 

⎯ threat assessments, 
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⎯ specific vulnerability testing, 

⎯ statistical approaches, 

⎯ modeling and simulation. 

Compartmentalized assessments are common when a defined technical or operational objective is known. 
These assessments target one aspect or function within operations and evaluate a specific capability or 
element, and an individual policy or procedure. Asset owners often begin with this approach to develop a 
precise finding, but realize it provides only a small piece of an organization’s entire security posture. While some 
compartmentalized assessments seek to define the damage that could be created by a specific threat--such as 
an insider or outsider--it is the identification of risks that can be controlled or mitigated that is of most value to an 
asset owner.  

One of the most valuable and common approaches selected is the ranking of critical assets. This is often a 
complicated equation that includes consideration of physical and logical assets, value of product, cost of 
downtime, cost of potential safety events, and public confidence. A ranked list of critical assets is of highly 
valuable to an organization and can become a map for applying security and mitigations at the most valuable 
locations.  

In the ONG industry, compliance assessments are often the basis for establishing minimum standards within the 
organization. Organizations select industry and/or government guidelines and recommended practices which 
are used to conduct assessments. Additional protections are then added to the most critical asset locations 
within the organization. Sub-industries within the ONG industry typically select guidelines most applicable to 
their operations. This may include digital oil field operations, pipelines, or refining. Likewise, the product being 
produced or transported, and the geographic location of the assets may also be factors in selecting certain 
guidelines.  

Certifications, like the Wurldtech Achilles Certification, are available to the ONG industry, though not as common 
as individual compliance assessments against specific guidelines. Large numbers of certifications or compliance 
software applications are not part of the ONG industry compared to other industries.  

It should also be noted that compliance does not equal security. Compliance merely states than an architecture 
or process meets a minimum standard or recommendation. Changing technologies make these minimum 
standards moving targets. Compliance is a step toward security, but the best applied security is inherent to the 
process or system. The vast differences between complex architectures and operational surfaces within the 
ONG industry create a spectrum of best practices which more attractive to many asset owners. 

Flexibility in these options also affords asset owners the option to defend against emerging threats. Meeting 
minimal compliance without an organizational-specific understanding of risk can leave an asset owner 
unprepared for a rapidly evolving threat landscape. As this landscape grows, asset owners must have flexibility 
in managing risk to account for increased target visibility within the ONG industry, broader attack surfaces and 
increased connectivity, integration of IT software in control environments without security testing, and growth in 
cloud activity and outsourcing. A flexible approach that facilitates identification and mitigation of the most critical 
risks lends itself to better protective mechanisms integrated within the life cycle in a cost effective way.  
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6 Technical Expertise 

6.1  General 

Science and technology expertise within the ONG industry is significant. The high-tech aspects of daily 
operations require advanced knowledge of operational processes and the application of control technology is 
critical to the success in energy production, refining, and transportation.  

6.2 Oil and Natural Gas Industry 

The ONG industry retains significant operational expertise within their workforce. This includes control system 
design and operation, controller functionality, and decision science required to make substantial operational 
choices to achieve optimal performance of energy production, refining and delivery. The standalone nature of 
early control systems created a clear division between network/IT and OT functions. Increased 
interconnectedness and the standardization of control systems on common operating platforms have resulted in 
a merging of these functions. Individual companies handle this merge differently. For example, some companies 
rely heavily on the enterprise/IT part of the organization to provide backbone communications and support to the 
OT functions. Others create OT departments that confer with enterprise/IT to achieve a common goal. From a 
security perspective, many of the more successful implementations leverage collaboration among several 
groups within an organization, including OT/SCADA controls, physical security, enterprise/IT, auditors, and 
management. This includes a clear mapping of risk mitigation to meet corporate values and strong intra-
organizational communication. 

Given the evolution of systems, cyber security is often an add-on requirement for control system manager, 
SCADA managers, and technicians. In very rare instances, dedicated OT security staff exist in the organization, 
the primary responsibility for these positions is the protection of control system assets and the continuity of 
operations. The growing interest in establishing these positions may be an indication that organizations 
recognize the importance of maintaining security to achieve operational continuity. 

Unlike other scientific areas, implementation of OT may vary greatly depending on a multitude of organizational 
factors. Blanketed approaches and standard implementations can be difficult to achieve without considering 
these factors and details. Because of this, achieving security in realistic operational settings requires subject 
matter expertise that is often only resident within the industry itself, or gained through many years of OT 
experience.  

6.3 Government 

In consideration of technical expertise within the Federal Government, DHS is an optimum source to start with. 
“To build its own cybersecurity expertise, the Homeland Security Department should bring in details from the 
National Security Agency … [as] cybersecurity experts are in high demand in the private sector and difficult for 
DHS to hire…” [119]. It is also reported that “… none of the PSD [TSA’s Pipeline Security Division] staff have the 
specialized computer system expertise needed to support more extensive cybersecurity activities…” [113]. 

These two examples highlight some of the overall challenges and issues associated with a key element of DHS 
Cybersecurity Mission of “Providing technical expertise to the private sector and critical infrastructure and key 
resources (CIKR) owners and operators … to bolster their cybersecurity preparedness …” [48]. Further, as the 
Department of Defense accurately portrays “The demand for new cyber personnel is high, commensurate with 
the severity of cyber threats” [31]. Therefore, the Federal Government’s challenges include competing with private 
industry for a limited set of resources and lack of resources with the in depth skill set and knowledge base for an 
extremely diverse technological infrastructure. Even private industry faces these same challenges, but it begins 
from a position of having personnel with the relevant skills, knowledge, background, and expertise that are 
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unique to their organizations and operating environments. The Federal Government does not have these same 
core competencies within their agencies.  

However, the government has a history of engaging academia and civil servants to form advisory bodies that 
recommend guidelines and requirements for the ONG industry. The difficulty in this approach is a lack of 
awareness or exposure by these advisors to the rapidly changing OT environment. There can be a clear 
disconnect between operational process realities and the suggested best practices of the government, which 
can result in frustration among the industry. Successful examples of advisory bodies and forums always employ 
clear collaboration with industry and recognize the input and expertise of industry subject matter experts. 

6.4 Collaboration and Partnerships 

Government and private cybersecurity collaboration and partnership is not a recent topic or recently identified 
need. In 2009, The President’s National Security Telecommunications Advisory Committee issued a report that 
“…outlines the United States’ need to develop a joint, integrated public-private …capability” [106]. In 2011, the 
112th Congressional Hearing on infrastructure protection identified the “Homeland Security Presidential 
Directive 7, [which]… outlines our National policy for Federal departments and agencies to partner with private 
sector… [and] the public-private partnership remains a key part of the Nation’s efforts to secure and protect its 
critical cyber-reliant infrastructures” [48]. In 2012, the literature identifies how “…TSA believes that … it achieves 
better security with voluntary guidelines, and maintains a more cooperative and collaborative relationship with its 
industry partners as well.” [113]. Further, “the thing that regulators need to do is partner up with their utilities and 
ask good questions about what their cybersecurity investments mean …” [97]. 

A number of collaborative efforts have been conducted over the past decade2. A consensus of the various 
sources identified in this research effort can be summarize as “Collaboration is key – no single organization can 
respond effectively“ [46]to ensure the breadth and depth of ONG cybersecurity is adequately addressed. 

Collaborative efforts which have gained significant industry participation are considered more successful as they 
often facilitate the conveyance of threat information to industry and facilitate intra-industry and government 
communication. Likewise, the release of findings from technological research programs, such as those that 
assess the application of secure technologies in the operational environment, is considered to be more effective. 

“A coordinated and collaborative approach is needed. 

While some agencies strive to coordinate cybersecurity research and development efforts within 
their organization, when viewed across all the government agencies the chance of duplication, 
omission, and contradicting directions is all too likely. A national research agenda is urgently 
needed, with problems prioritized, innovative approaches encouraged and tracked, and a 
pipeline of short, medium, and long-term projects created.” [151] 

The sections 6.4.1 through 6.4.5 highlight several collaborative efforts and outcomes that have been achieved. 

6.4.1 I3P and ESCSWG 

Not only has the need for collaboration and partnership been clearly identified, there are several examples 
where this approach has been successfully leveraged. The Institute for Information Infrastructure Protection 
(I3P) and the Energy Sector Control System Working Group (ESCSWG) are just two examples of successful 
public-private collaboration. 

                                                            
2 The authors of this paper have served in technical leadership roles, as advisory board members, researchers, and/or report 
authors on the I3P, ESCSWG, LOGIIC, and ICSJWG efforts. 
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I3P was formed in 2002 with the focus of bringing “… together researchers, government officials, and industry 
representatives to address cybersecurity challenges affecting the nation’s critical infrastructures” [56]. This 
collaborative effort has produced a number of research reports, articles, risk characterization approaches and 
models [56].  

The Energy Sector Control Systems Working Group (ESCSWG) “… is a unique public-private partnership 
initially formed in 2007 to help guide implementation of the priorities identified in the industry-led Roadmap to 
Secure Control Systems in the Energy Sector” [38]. A major outcome of this partnership is the Roadmap which 
“…provides a platform for pursuing innovative and practical activities that will improve the cybersecurity of our 
nation’s energy infrastructure” [38]. 

6.4.2 LOGIIC 

Formed in 2004, the Linking the Oil and Gas Industry to Improve Cybersecurity (LOGIIC) program is an ongoing 
collaboration of oil and natural gas companies and the U.S. Department of Homeland Security, Science and 
Technology Directorate [148]. LOGIIC facilitates “cooperative research, development, testing, and evaluation 
procedures to improve cybersecurity in petroleum industry digital control systems” and maintains “impartiality, 
the independence of the participants, and vendor neutrality” [148]. A LOGIIC consortium was formally established 
as collaboration between DHS, the Automation Federation, and five major oil and gas companies [148]. Research 
includes the evaluation of technologies, methods, and security mechanisms for OT environments, with a goal to 
affect change towards the development and applications of more secure technologies in OT. Information 
products and overarching research findings are published upon completion of each LOGIIC project and directed 
towards the entire ONG industry and vendor community.  

6.4.3 HSIN 

The Homeland Security Information Network (HSIN) was created after HSPD-7 in the early 2000s, and is 
defined as “a national secure and trusted web-based portal for information sharing and collaboration between 
federal, state, local, tribal, territorial, private sector, and international partners engaged in the homeland security 
mission” [147]. Although the program was defined as a method to “securely share” information within a 
Community of Interest, it was met with reluctance by industry who was wary to share proprietary security 
information. Members are vetted through an application process, and the program website describes HSIN 
capabilities that include “secure, real-time collaboration tools, including a virtual meeting space, instant 
messaging and document sharing” [147]. Perhaps because of its early formation, HSIN has not been well-utilized 
by industry and was quickly overshadowed by other collaborative programs. In March and April 2009, HSIN was 
hacked twice [8], contributing to industry’s reluctance to participate.  

6.4.4 ICS-CERT and ICSJWG 

As part of the DHS Control Systems Security Program (CSSP), the Industrial Control Systems Cyber 
Emergency Response Team (ICS-CERT) provides control system security capabilities in collaboration with U.S. 
Cyber Emergency Response Team (U.S.-CERT) [144]. The ICS-CERT is a resource for the ONG industry as well 
as other infrastructure sectors. The ICS-CERT performs the following tasks [144]: 

⎯ “respond to and analyze control systems related incidents; 

⎯ conduct vulnerability and malware analysis; 

⎯ provide onsite support for incident response and forensic analysis; 

⎯ provide situational awareness in the form of actionable intelligence; 
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⎯ coordinate the responsible disclosure of vulnerabilities/mitigations; and  

⎯ share and coordinate vulnerability information and threat analysis through information products and 
alerts.” 

Although recommended practices, secure design guidance, and assessment services are provided to industry, 
the alert and advisory reporting capability is perhaps the most valuable service. Feedback from industry 
consistently identifies the need for useful threat information. The alerts and advisory reports provide technical 
information to industry that assists industry in their prevention and incident response programs. 

The Industrial Control Systems Joint Working Group (ICSJWG), was formed under the DHS CSSP to foster 
collaboration and information sharing. The ICSJWG is a “coordinating body” that “provides a vehicle for 
communicating and partnering across all Critical Infrastructure and Key Resources Sectors (CIKR) between 
federal agencies and departments, as well as private asset owners/operators of industrial control systems” [143]. 
The stated objective of the ICSJWG is “to continue and enhance the collaborative efforts of the industrial control 
systems stakeholder community in securing CIKR by accelerating the design, development, and deployment of 
secure industrial control systems” [143]. The ICSJWG has gained significant participation by industry. It maintains 
five technical subgroups, conducts conferences, and produces information products such as the Cross Sector 
Roadmap. 

6.4.5 FBI Infragard 

The Federal Bureau of Investigation (FBI) established the InfraGard program in 1996. Infragard is an information 
sharing and analysis effort and a partnership with the FBI, businesses, academic institutions, state and local law 
enforcement agencies, and other participants “dedicated to sharing information and intelligence to prevent 
hostile acts against the United States” [63]. “InfraGard and the FBI have developed a relationship of trust and 
credibility in the exchange of information concerning various terrorism, intelligence, criminal, and security 
matters” [63]. Many ONG industry members participate in Infragard, which considers physical and cyber security, 
and criminal activities that pertain to infrastructure.  

7 Recommendations 

7.1 General 

The findings from this research project lead to overarching conclusions and recommendations for approaches 
by industry and government. These recommendations are not technical; rather they address roles in response 
to a changing threat landscape, technological advancements, and evolving regulatory environment. These 
recommendations consider the industry’s position as it relates to the topic of cybersecurity as a whole. 

7.2 ONG Industry 

As the industry moves forward with projects, optimization, and implementation of advanced technologies, 
several steps related to cybersecurity can be taken to be well positioned for changes ahead. These steps can 
be taken at the organizational level or through industry forums such as API. In either case, the industry should 
anticipate an increased federal role in cybersecurity of critical infrastructure to include involvement in incidents 
and potential data reporting requirements.  

Individual Responsibility—On an individual basis, it is recommended that asset owners continue to employ 
cybersecurity that secures operations while facilitating business continuity and optimization. As the industry 
recognizes, secure technology mitigates the risk of an incident, potential downtime, and various consequences. 
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Continued preventative measures, ongoing risk mitigation, and maintenance of existing security programs, are 
key aspects of maintaining the standard of secure operations that the industry has established. 

Path Forward as a Unified Industry—As the industry has illustrated in the past through the development of 
numerous cybersecurity standards and guidelines, tackling the implementation of highly technical concepts in a 
process control environment can be easier to handle as a group. It is recommended that the industry, through 
collaborative efforts and industry forums, map the effect of pending legislation and regulation, and mobilize a 
unified response. A unified approach to this technical topic may increase awareness of the complexities of OT.  

One approach forward is to apply the framework used by forums such as Energy Nation. This approach outlines 
the key motivators for energy security and the promotion of domestic ONG resources. These same motivators 
apply to cybersecurity that facilitates and enhances operational processes to handle those resources. Resulting 
actions such as reducing barriers, providing access, and government-industry collaboration, are discussed in 
the federal approach later in this section. 

Public Awareness—Robust public awareness programs exist regarding industry safety and public interaction 
with pipelines and utilities. Several past media campaigns outlined the role of industry in renewable investments, 
education, and community development. However, no awareness programs for the role of ONG in securing the 
infrastructure through technology presently exist. The public is unaware of the coordinated efforts of the industry 
to establish standards and guidelines, and the existing technical security controls in place to ensure continuity of 
operations and protection of assets. It is recommended that the industry develop an education and outreach 
effort that promotes the awareness of ongoing efforts of the ONG industry and their role in critical infrastructure 
stability and security. This effort should showcase the numerous ongoing efforts among the industry, 
collaboration between industry and government, and the technology advancements applied in ONG without 
mandates or regulation. The ONG industry clearly sees value in security and has implemented cybersecurity 
controls that promote stability of the national infrastructure. Significant advancements have been made in 
developing advanced cyber controls for operational environments, many at the request of ONG asset owners. 
An awareness campaign could promote the technical advancements, ongoing projects, and industry-wide efforts 
to ensure security. 

7.3 Federal Government 

Historically, the most successful role of the federal government in technology is facilitating solutions that 
promote continuity of operations through collaborative efforts with the industry. 

Reducing Barriers—The federal government role should include reducing barriers and preventing new barriers 
such as regulation. Promoting cybersecurity through technology facilitates a secure infrastructure while 
promoting US investment. Advancing technology rather than establishing minimum standards, fosters innovation 
and inherent security solutions. Using competition within the US high-tech markets to solve security issues and 
create advanced technology for OT environments, secures national infrastructure and contributes to the 
economy. 

Providing Access—Providing access to key resources such as actionable threat information and information 
resources is a key to successful, industry-wide cybersecurity. This is true in preventing and recovering from 
incidents, particularly incidents with potential cascading impacts across the critical infrastructure. Focusing on 
and supporting resources that are proven and working, like the US-CERT, is of utmost importance. 

Likewise, facilitating access to new projects rather than extending the process, like permitting, is important. 
Setting regulations at a level not readily attainable in existing technology, processes, and information flows will 
reduce access to new projects and efforts.  
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Facilitating Domestic Projects—Promoting US solutions and facilitating new projects are important to prevent 
projects from moving overseas. It is extremely easy to move information and computing capabilities, as well as 
investments, overseas where cybersecurity regulation may not apply. 

Over the past decade, the cyber-threat landscape for the ONG industry has evolved from virtually non-existent 
to a reality of daily operations. The industry has adapted and responded to these threats by implementing 
security controls through technology and industry standards. The industry continues to employ advanced 
technologies while mitigating risk and continuing secure operations. 
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Annex A 
(informative) 

 
Industry Survey 

A.1 General 

A study conducted in 2010 by the Center for Strategic and International Studies called “In the Dark: Crucial 
Industries Confront Cyberattacks” states that 80% of 200 “IT” executives at utilities, oil, gas, and water 
companies responded that they had experienced large scale denial of service attacks [35]. This study is cited 
countlessly in articles on cybersecurity for critical infrastructure, and is often referred to as definitive, illustrating 
the lack of critical infrastructure survey data. The study, however, includes international respondents.  

To obtain a focused and current view of the ONG industry views on cybersecurity, an on-line API survey was 
conducted between September 31 and October 24, 2012 and repeated at the November 12th, 7th Annual API 
Cybersecurity Conference Operational Technology Workshop. Between the two surveys populations a total of 
39 usable survey results were obtained. The following section highlights the survey findings. Note, all 
percentages have been rounded to the next whole number. 

The following pages contain images of the Survey, followed by the results and a summary of the findings. 
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A.2 Survey Results 

The survey objective was to identify current OT cybersecurity practices, areas and sources where the industry 
obtains cybersecurity support/input to their programs, the application and use of risk analysis as applied to 
cybersecurity program, as well as industry views on potential cybersecurity regulation. 

Figure A.1 identifies the survey respondents’ industry segments. With the exception of two participants, the 
majority identified that their organization included multiple industry segments. The most commonly identified 
industry segments include Continental Exploration and Drilling, Offshore Exploration and Drilling, and Pipelines. 
These three segments account for 65% of the respondents. The smallest industry segmented represented was 
the utility sector with 2% of the responses. In general, a diverse portion of the industry was represented by these 
participants as every portion of the industry was represented. 

 

Figure A.1—Survey Response Industry Segment 

The survey specifically requested that the respondents identify which part of the organization they work within 
based on the options of (a) Information Technology, (b) Control System Engineer(ing), (c) Control System 
Management, or (d) other. Figure A.2 shows 85% of the respondents who answered this question identified 
themselves as working in the Information Technology (IT) portion of their organization. Of the remaining 
responses there were two respondents each in the (b) Control System Engineer(ing), (c) Control System 
Management, or (d) other. One of the ‘other’ respondents identified themselves as a SCADA cybersecurity 
person, and the other respondent said they were in the Security Compliance group. This question clearly 
identifies that the IT organization has a major influence and control over OT cybersecurity. 

Pipeline
20%

Refining
8%

Continental 
Exploration 
and Drilling

23%

Offshore 
Exploration 
and Drilling

22%

Integrated
8%

Service 
Company

17%

Utilities
2%

Other
0%

What Best Describes Your Industry Segment?



52 AMERICAN PETROLEUM INSTITUTE 

 

Figure A.2—Respondent Organization Location 

The third survey question asked the respondent if their organization “…employ cybersecurity in your Operation 
Control System Architecture…” The responses identified that 82% did while 18% did not. The remainder of the 
survey questions responses was gathered from the 82% of the participants who employ cybersecurity. 

Question 4 identified the motivator for employing cybersecurity in the OT infrastructure. Figure A.3 identifies that 
the highest motivator is to “protect assets and ensure business continuity with 85% of the respondents. All 
respondents identified that the need to protect assets and ensure business continuity was either the highest or a 
good motivator.  

 

Figure A.3—Motivation for Applying Cybersecurity  
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“Contribute to the security of national critical infrastructure.” Only one of the respondents’ selected this as their 
highest motivator while 46% indicated it was a “Good” motivator, 31% said it was a “Fair” motivator and 19% 
identified this as the “Lowest” motivator. 

Question 5 asked the participants if they use a “…formal risk management program…” as part of their 
cybersecurity program. Just over two-thirds of the responses said yes, 70%, while the remaining 30% said no. 

Of the 70% who use a formal risk management program, it was an even split between programs that are 
developed internal to the organization and all other approaches. Of the three remaining methods, the prevalent 
approach was “A hybrid program that uses a commercial program that was modified to fit your organization.” 
Using a “Commercially available program” method was identified by two respondents, while the remaining two 
respondents identified the use of an ‘informal’ program.  

Based on the survey responses a very limited set of firms, 9%, of the firms rely on commercially available risk 
management evaluation programs. The remaining 91% rely on systems that are customized for their 
organization. 

Question 7 provides a range of standards or methods that can be used to guide development of the corporate 
security program. The question asked the participants to select all which they leveraged. As shown in Figure A.4 
“Corporate guidelines” are leveraged the most with 24% of the respondents selecting this category. The next 
two most frequently selected sources are “National Institute of Standards and Technology (NIST)” and 
“Department of Homeland Security (DHS) guidelines,” which were selected by 19%, each, of the survey 
participants. “API standards” were selected by 16% of the individuals. 

 

Figure A.4—Guiding Methods  

“International Standards” were identified by 8%, while “The American Gas Association (AGA) or Interstate 
Natural Gas Association of America (INGAA) guidelines” were used by 7% of respondents. ISA 99 received 6% 
of the selections. 

All respondents identified that they used more than one guiding method. All whom selected “Corporate 
Guidelines” selected at least one other method, which included “API standards” [11 out of the 20 times], 
“National Institute of Standards (NIST)” [11 out of the 20 times], and “Department of Homeland Security (DHS) 
guidelines [8 out of the 20 times]. The key factor is that the organizations leverage more than one guiding 
method. 
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In Question 8 the focus was on how the cybersecurity program is managed in the organization. Figure A.5 
identifies that of these participants, 30% use a blended approach where both IT and OT manage the operational 
controls system cybersecurity. The next most frequent organizational management approach is pure IT 
department with 27%. The third most frequent approach is use of In-house cyber security teams with 25%. 

The least common organizational management approaches included “Dedicated operational control system 
cyber security team/individual” 9%, “Added task of the control engineering department” 7%, and Outsourced 2% 
[1]. 

It is notable that combining the “Blended” and “IT department” methods account for 57% of the organizational 
approaches. This majority approach matches with the overall view that the IT organization is significantly 
involved in OT cybersecurity for most organizations. 

 

Figure A.5—How Cybersecurity Program Managed 

Question 9 had no responses as everyone who reached this portion of the survey had identified that they were 
using cybersecurity. 

Question 10 focused on what barriers appeared to be preventing the successful cybersecurity implementation 
within the organization. Figure A.6 identifies “Management priorities” and “Time” as the top two barriers; 33% 
and 21% respectively. The respondents were equally split between “Lack of available internal resources” and 
“Financial resources”, 17%, as the next level of barriers. The last selected category, “Too many 
standards/guidelines to wade through,” was selected by 12% of the survey participants. 
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Figure A.6—Barriers to Successful Implementation 

In question 11, the intent was to identify which assets the industry was most concerned with. As shown in Figure 
A.7, the responses identified the operational control center as the asset with the highest level of concern with 
46% selecting this category. Field sites were next on the list with 39% concerned. Remote connectivity was 
selected 12% of the time, while offshore assets were identified 4%.  
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Combining the top two categories identifies that the respondents to this survey do not view federal regulation as 
a positive thing, 76%. 

 

Figure A.8—Industry View on Federal Regulation  

Question 13 looked at what might be the underlying reasons why the industry does not have a positive view of 
federal regulations on cybersecurity. As shown in Figure A.9, overwhelmingly, 42% clearly disassociate 
regulation and improved cybersecurity. The industry also holds the view that there is a lack of technical, 
industry-specific knowledge within the federal government, 27%, and developing regulation that applies 
throughout the supply chain is not realistic or practical, 24%. 

 

Figure A.9—Why is Federal Regulation Not Required  
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The final question, Question 14, identifies where the industry is obtaining its information on cyber risks. In this 
question, participants could select multiple sources. As shown in Figure A.10, the industry’s information source 
most often used is industry standards. Of the respondents 49% identify that they find U.S. CERT as either their 
primary or a good source of cybersecurity information. This is followed by the Industry Standards where 41% of 
respondents identify that this is either their primary or a good source of information. The industry identifies the 
least used sources as academic sources, popular press and conferences. No respondent identified these as 
their primary source of information. Rather the respondents identify that these sources are general average or 
below. 

 

Figure A.10—Risk Information Sources 

A.3 Summary of Findings 

A.3.1 General 

Conclusions from the research, survey data, and analysis of findings can be categorized into several areas 
listed below. In total, these findings are useful in describing the status of security in OT environments within the 
ONG industry. 
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A.3.2 Present State of Security  

Over the past decade, asset owners have shown a significant interest in applying security to their OT systems. 
The realization that continuity of operations depends on the security of OT systems is generally shared among 
the industry. Security objectives, such as safety and public perception, must map to the values of the asset 
owner, in order to justify the resources required to apply security. Asset owners agree that security is important 
and provides long-term benefits, but like many operational continuity aspects, it must be set forth as part of the 
organizational culture and supported across the company.  

Many asset owners suggest that Stuxnet, Duqu, Shamoon, and other similar events, enhance the case for 
security and keep awareness fresh within the organization. A lack of documented threats or incidents can make 
security an afterthought. Likewise, a constant cyber-doom warning without a realistic occurrence often 
invalidates the need for security among those in the organizations that allocate resources and do not 
understand the techniques behind potential attacks.  

Asset owners can leverage a number of resources to meet security objectives. Typically, an asset owner 
develops a security program that maps to their OT environment and needs. They may develop the program in-
house or obtain assistance from third parties or consultants. A number of common motivations typically prompt 
development of such a program. These may be responses to incidents, an OT system upgrade, a new business 
continuity plan, and so forth. When developing a security program, asset owners presently have the option of 
designing a program that is highly specific to their operational needs. They may choose a set of guidelines or 
standards to leverage. These may be government generated, such as the TSA guidelines discussed in this 
paper, or they may be industry authored, such as API or AGA standards. The spectrum of choices allows 
industry to select a best-fit for their operational space and typically considers many factors such as geographic 
location of the system, criticality of the system, consumers served, etc.  

In addition to written guidance, asset owners have options for building the programs to include assessments and 
audits, policy and procedure development, and incident response capabilities. A wealth of information regarding 
assessment science, options, and components has been developed by both government and industry forums to 
assist with this process. Some asset owners choose to delegate this responsibility to in-house audit teams, 
whereas others opt to hire outside consultants to perform zero-knowledge or outsider threat testing.  

Presently, written and human resources exist in both the government and private sector to assist with all phases 
of design and implementation of a security program. Asset owners benefit from the availability of these 
resources and the ability to tailor their own program with the most effective security solutions. These may 
include threat analyses, system design specifications, assessments and penetration tests, incident response 
and recovery planning and physical and personnel security policies.  

In the early 2000’s, collaborative government-industry efforts sought to provide awareness of potential security 
threats, and asset owners worked to determine potential consequences and available protective mechanisms 
for the OT environment. In the past decade, this has evolved to an increased understanding of operational 
impacts and is perpetuated by the need to remain competitive. Many asset owners seek to meet or exceed their 
competitor’s security efforts, with a desire to not be lagging in this technical space.  

Collaborative efforts that provide useful technical findings, best practices, threat information and that facilitate 
sector communications have been identified as most useful. To date, these have provided the most valuable 
information for asset owners as they define their own tailored security programs. It is likely that motivation to 
maintain security and mitigate risk will continue. What remains to be seen is the large-scale effect of legislation 
and regulation on the implementation of security and the approach towards compliance. Several conclusions 
may be inferred and are discussed in the regulation section (A.3.4).     
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A.3.3 Technical Findings 

Within the area of technical findings, this research has identified: 

⎯ Supporting evidence that OT system cyber-attacks are increasing.  

⎯ Advanced skill set cyber-attacks will continue to occur.  

⎯ Vendor cybersecurity research and product enhancement will only be driven by industry willingness to 
pay the increased costs. There is no financial benefit to a vendor to advance their products’ 
cybersecurity capabilities if the industry is not willing to pay additional costs to obtain them. 

⎯ Vendor cybersecurity advances appear to be driven by IT requirements, not OT needs.  

⎯ OT cybersecurity is predominantly driven by IT methodologies, methods, skills, and tools. This fails to 
adequately take into account the uniqueness and operational context of the OT infrastructure. 

⎯ OT cybersecurity with an IT centric approach appears to be an outward looking method which fails to 
adequately take into account the insider threat. Detailed research is required to enhance OT 
cybersecurity methodologies, methods, and tools which are specific to the OT environment. 

⎯ There are many types of IT cybersecurity certifications. A few examples include “ISC’s Certified Secure 
Software Lifecycle Professional (CSSLP) ... GIAC Secure Software Programmer - Java (GSS-JAVA) ... 
Certified Information Systems Auditor (CISA) ... Certified Information Systems Security Professional 
(CISSP) ... Certified Wireless Security Professional (CWSP)...” (Prince, 2010) (Gupta, 2012). A 
corresponding set of in-depth OT related cybersecurity certifications does not exist. 

In summary, OT cyber-attacks are forecasted to increase. The increased threat level increases overall 
organizational risk. OT security has leveraged IT cybersecurity approaches, yet these approaches are not 
universally applicable to the operational and environmental context of the OT infrastructure. There is a lack of 
OT operational and environmental context cybersecurity systems and industry approved certifications. Vendors 
are asking the industry if they are willing to support advanced cybersecurity capabilities by paying the extra 
costs to acquire it. 

A.3.4 Regulation  

Over the past decade, the approach to identifying and implementing best security practices was offered by 
collaborative projects that provided guidance, methodologies, and research findings. Since the suggestion of the 
Cybersecurity Act in early 2012, a number of relevant legislative pieces were drafted. The challenges of 
regulating a highly technical topic were compounded by the specific identification of critical infrastructure in this 
legislation. The difficulty of applying technical security requirements in very specific, custom, OT environments is 
well understood by industry. Other complications include protections for information sharing governing agencies, 
identified “incentives”, and “voluntary” participation leads to a vagueness that proves worrisome to the industry. 

At the most basic levels, the idea of regulating complex technology is one that has been debated for many 
years. Complex information technologies are not well understood by many, yet their standardization and 
increased availability have allowed for topics such as cybersecurity to become more realistic to the public. OT 
systems are still not commonly understood. In fact, the general public only minimally understands the existence 
of control systems in the critical infrastructure space. Although industry, government, and the public agree that 
critical infrastructure stability and OT security is decidedly important, the mechanism to provide this security is 
really the point of debate. Regulation often creates a lowest common denominator of compliance. Even the 
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Executive Order suggests a “minimum” standard. This level of mediocrity does not promote advanced security 
techniques or a level of customization that may provide the most effective risk mitigations in complex 
environments. Because OT environments can be significantly different, drafting a broadly applicable regulation 
often removes the ability to make technically detailed policies that are the best protections. 

There is a realization among the industry that regulation is likely to occur in the near future. The ramifications of 
such legislation remain to be seen, but many can conclude that impacts to the industry will occur. Aside from the 
questionable use of regulation to achieve the most effective security in OT environments, other aspects of 
regulation are a concern to the industry. These include: 

⎯ Expertise and the Structure of Regulation—The regulatory language, technical expertise available in the 
authorship, and compliance assessments may be conducted by industry agencies with little exposure or 
awareness to operational environments. Operational consequences may not be well understood by 
those outside the industry. Without a clear definition of exactly what will be mandated or “voluntary”, a 
path forward for implementing these regulations is unknown. 

⎯ Orders to Cease Operations—All operational incidents require forensic analysis and review. A lack of 
clarity over the government’s role in response to both an incident or lack of compliance during an audit 
raises concerns about the ability to issue orders to cease operations. Cyber incidents often contain false 
positives and data that require analysis. As is done with emissions, leak detection, and other 
regulations, the ability to shut down operations based on non-compliance or a perceived incident, 
impacts both the asset owner as well as the consumer.  

⎯ Wall of Shame—Unfortunately many regulatory programs in place use success metrics that include the 
percentage of industry fined or cited. Promotion of these metrics, as well as publishing details of asset 
owner operations and potential incidents, misses the original intention of securing OT in the critical 
infrastructure. 

⎯ Financial Impacts—The financial impacts of potential regulations can be identified in two areas. The 
compliance area that requires an investment of resources to change existing designs and controls to 
meet cybersecurity requirements, and the potential levied fine area to deal with issues of non-
compliance.  

A.3.5 Media 

OT and OT security is a complex technical topic that is rarely conveyed in the media with scientific validity. The 
media often portrays technical topics, particularly cybersecurity, in a doomsday scenario directed toward gaining 
headline attention. Although this is not new, the ONG industry also faces an approach by the media that 
mischaracterizes both OT capabilities as well as the motivations to employ security. The ONG industry is often 
portrayed as ill-prepared, motivated by profit, and unsympathetic to the need to secure critical infrastructure. 
This is perhaps a perpetuation of the stigma associated with environmental impacts and the ONG industry, and 
the perceived lack of concern for natural resources.  

The industry does face a new challenge. Atypical of the past, the media is presently used to promote the 
ideology of the Administration. Promotion of the Administration’s doomsday scenarios, need for regulation, and 
the general idea that the ONG is motivated solely by profit, result in an uphill climb for the industry to change the 
present perception. Facing not just negative public perception, but legislation and an Executive Order, the 
industry must increase awareness of the significant efforts they have made in the OT cyber security area. 

A coordinated media campaign may be a solution to raising the public awareness of the significant efforts of the 
ONG industry underway to protect OT assets and to contribute to the security of the national critical 



 STATE OF OPERATIONAL TECHNOLOGY CYBERSECURITY IN THE OIL AND NATURAL GAS INDUSTRY 61 

infrastructure. Asset owners have engaged in technical collaboration and advanced research projects, drafted 
best practices, and developed comprehensive OT security programs at their organizations. These remain 
unknown by the public as there is an absence of press on ONG cyber security efforts and a lack of positive 
press on the ONG industry’s preparedness.    

A.3.6 Industry Impacts  

The research identified two major impacts on the industry at this time. First, based on interviews and conference 
proceedings, the C-level lacks a comprehensive awareness of OT logical and technical topics. They tend to be 
more aware of enterprise cybersecurity issues and needs. This may be a result of their daily interaction with 
enterprise systems which they generally do not have for OT systems. 

The second major observation is that organizations have either stopped or significantly slowed the amount of 
funds being allocated to OT cybersecurity. The curtailing of funds coincided with the announcement of pending 
regulations. The organizations appear to be hesitant to fund infrastructure changes that may not align with 
pending regulations. The research also indicates that some organizations may only be willing to fund OT 
cybersecurity system changes to meet minimum regulatory requirements. The regulations will establish the 
minimum spending bar. 
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207-208 

[173] President’s Commission on Critical Infrastructure Protection (PCCIP) Formed, 1996. PCCIP charter [is] 
to designate critical infrastructures, to assess their vulnerabilities, etc. 

[174] Critical Foundations: Protecting America’s Infrastructure, President’s Commission on Critical 
Infrastructure Protection (PCCIP), 1997, Report. Report on infrastructure vulnerabilities, etc. 
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[175] Presidential Decision Directive/NSC – 63, White House, 1998, Policy. Initiates development of a National 
Infrastructure Assurance Plan, requires all Federal department and agency to develop a plan for 
protecting its own critical infrastructure. Appoints a Lead Agency senior officer for each Critical 
Infrastructure as that Sector’s Liaison Official 

[176] Aviation and Transportation Security Act (P.L. 107-71), 107th Congress, 2001, Public Law. Established 
the Transportation Security Administration (TSA), within DOT and authorized TSA “…to issue, rescind, 
and revise such regulations as are necessary to carry out its functions 

[177] Homeland Security Act of 2002 (P.L. 107-296), 107th Congress, 2002, Public Law. Created the 
Department of Homeland Security (DHS) and transferred TSA under DHS 

[178] National Strategy to Secure Cyberspace, DHS, 2003, Report. The purpose of this document is to engage 
and empower Americans to secure the portions of cyberspace that they own, operate, control, or with 
which they interact.  

[179] Homeland Security Presidential Directive-7, Presidential Directive, 2003, Policy. Directs DHS, in 
coordination with other sector-specific agencies, for identification of and prioritizing for protection of 
critical infrastructure and to prepare a national plan to protect the infrastructure to include coordination 
and participation with the private sector. Replaces PDD-63. 

[180] Critical Infrastructure Protection: Challenges and Efforts to secure Control Systems, General Accounting 
Office (GAO): GAO – 04-354, 2004, Advisory. Recommends DHS develop and implement a strategy to 
coordinate efforts to meet challenges associated with security control systems and current efforts for both 
the federal and private sector 

[181] National Infrastructure Protection Plan, DHS, 2006, Plan. Provides the overarching planning process and 
structure for security partnerships and federal/private sector response to protect critical infrastructure. 

[182] Commission Act of 2007 (P.L. 110-53), 2007. Directs TSA to promulgate pipeline security regulations 
and carry out necessary inspection and enforcement if the agency determines that regulations are 
appropriate. 

[183] Sector Specific Plans, SSA, 2007, Plan. All Sector Specific Agencies (SSAs) in coordination with SCCs 
were directed to complete plans within the NIPP partnership framework by 2006. These provide high 
level assessment, goals, and objectives for infrastructure protection. 

[184] Critical Infrastructure Protection: Multiple Efforts to Secure Control Systems Are Under Way, but 
Challenges Remain, GAO – 07-1036, 2007 , Advisory. Recommends DHS develop a coordination 
strategy for public and private sectors and process for improving information sharing 

[185] Toward a Safer and More Secure Cyberspace, NRC, 2007, Advisory. The National Research Council 
(NRC) conducted a study on research priorities for security cyberspace. Control systems issues were 
included in their scope. 

[186] NSPD-54/HSPD-23, Presidential Directive, 2008, Policy. Mandatory intrusion detection requirements for 
federal facilities. 

[187] Pipeline Security Guidelines, TSA, 2011, Guideline. 

[188] CIP PPD, Proposed Presidential Directive, 2012, Proposal. White House Proposal 

[189] Cybersecurity Act of 2012, 2012, Proposal. 112th Congress 
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